Investigations on Skeleton Completeness for Skeleton-based Shape Matching
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Abstract—Skeleton is an important shape descriptor for deformable shape matching, because it integrates both geometrical and topological features of a shape. As the skeletonisation process often generates redundant skeleton branches that may seriously disturb the skeleton matching and cause high computational complexity, skeleton pruning is required to remove the inaccurate or redundant branches while preserving the essential topology of the original skeleton. However, pruning approaches normally require manual intervention to produce visually complete skeletons. As different people may have different perceptions for identifying visually complete skeletons, it is unclear how much the accuracy of skeleton-based shape matching is influenced by human selection. Moreover, it is also unclear how much the number of connected skeleton points impacts the accuracy of skeleton-based shape matching. We investigate these two questions in a structured way. In addition, we present experimental evidence to show that it is possible to do automatic skeleton pruning while maintaining the matching accuracy by estimating the approximate pruning power of each shape.
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I. INTRODUCTION

Shape representation and matching is a fundamental problem in image processing and computer vision, affecting a variety of application domains [1], [2]. However, nearly all shape matching approaches face the challenge of shape deformation. As shown in Figure 1, the same object can take visually different shapes depending on the deformations. To overcome this, many different shape descriptors [3], [4], [5], [6], [7], [8] are proposed that capture both local and global geometric shape properties. Among them, skeleton is an important shape descriptor for deformable shape matching. In addition, shape similarity based on skeleton matching usually performs better than contour or other shape descriptors in the presence of partial occlusion and articulation of parts [9], [10], [11]. The main reason is that skeleton integrates both the geometrical and the topological features of a shape.

A skeleton is defined as a connected set of medial lines along the limbs of its shape [12]. Several skeletonisation methods have been proposed [13], [14], [15], and Max-Disc method [13] is one of the commonly used approaches. From a technical point of view, such a skeleton is extracted by continuously collecting centre points of maximally inscribed disks touching the object boundary in two or more locations, as shown in Figures 2 (b) and (c). The centre point of a maximally inscribed disk is referred to as a skeleton point. A skeleton point having only one adjacent point is a skeleton endpoint. A skeleton point having three or more adjacent points is a junction point. If a skeleton point is not an endpoint or a junction point, it is called a connection point. The sequence of connection points between two directly connected skeleton points is called a skeleton branch. Based on this, shape similarity can be calculated by matching the skeletons [11], [10], [9]. Specifically, two skeletons are normally matched by considering the topological structures of the skeleton trees or graphs [16], [17], [18], [9].

However, a skeleton is sensitive to the deformation of an object’s boundary because a little variation or noise at the boundary often generates redundant skeleton branches [19]. Furthermore, a large number of skeleton branches may cause the overfitting problem resulting in a high complexity for skeleton matching [20]. To solve these problems, one approach is to smooth the shape boundary before applying the skeletonisation methods [21]. Though this approach leads to stable skeletons in the presence of boundary deformations, only rough shape matching can be performed because the obtained skeletons do not represent any shape details.

Another approach is skeleton pruning [22], [19], which removes the inaccurate or redundant branches while preserving the essential topology of the original skeleton. This approach normally requires manual intervention to produce visually pleasing and complete skeletons. For example, the Discrete Curve Evolution (DCE) [22] method requires a proper stop parameter k to calibrate the pruning power (Figure 3). Different stop parameters for the same object lead to visually different skeletons. In other words, these skeletons have different levels of completeness. In order to generate a proper skeleton for shape matching, the stop parameter is selected based on human perception [23], [22]. As different people may have different
perceptions for selecting skeletons, it is unclear how much the human selection influences the skeleton-based shape matching. Moreover, it is also unclear how the skeleton completeness impacts the accuracy of skeleton-based shape matching.

In this paper we study these problems in a systematic way. For the first problem, by selecting and voting from different volunteers, perceptually complete skeletons are collected and used for skeleton-based shape matching. For the second problem, given a single shape, we generate several skeletons with different pruning powers. Thus, the generated skeletons have different completeness levels and their matching accuracy can be independently evaluated and compared. Finally, we conclude by comparing the retrieval performances and dissimilarity values in a skeleton-based shape retrieval scenario using the above skeletons.

II. SKELETON PRUNING

We employ the DCE [22] method for machine-based skeleton pruning, because the skeletons pruned from this method are stable for significant noise and shape variations. For a fair comparison, we also use this method for producing perceptually complete skeletons with manual intervention.

A. Machine-based Skeleton Pruning

Figure 4 gives an overview of the DCE process: (1) Given a planar shape $D$ (Fig. 4(a)), the Max-Disk Model [13] is used to generate the initial skeleton $S^n(D)$ (Figure 4(b)) as a set of centre points of circles that are in contact with the shape boundary. That is, $s \in S^n(D)$ is the centre of such a circle, and contact points of $s$ on the shape boundary are the generating points. The first iteration index of DCE is indicated by $n$, which is iteratively decremented until 3. One of these steps is indicated by $k$. (2) The boundary of $D$ is regarded as the initial polygon $P^n$, which will be simplified into a polygon $P^k$ (blue solid line in Fig. 4(b)) using the polygon simplification method described below. (3) With $P^k$, $S^n(D)$ is pruned by removing all skeleton points $s \in S^n(D)$, which contain the generating points in the same contour segment. A contour segment is defined as a part of the shape boundary approximated by the straight line (polygon partition) between two neighbouring convexes of $P^k$ (red stars in Fig. 4(c)). Each pruned point $s$ results from a contour segment with respect to the polygon partition, and therefore $s$ can be considered as an unimportant skeleton point and can be removed.

![Figure 4](image1.png)

Figure 4 gives an overview of the DCE process: (1) Given a shape $D$, based on the DCE method, we generate and select three skeletons for voting. According to

In the polygon simplification method, the basic idea is as follows: In every step, as shown in Figure 5, a pair of consecutive line segments $s_1, s_2$ is replaced by a single line segment that connects the endpoints of $s_1 \cup s_2$. Here, $v$ is regarded as having the smallest shape contribution based on the following measure $K$:

$$K(s_1, s_2) = \frac{\beta(s_1, s_2)l(s_1)l(s_2)}{l(s_1) + l(s_2)}$$

where $\beta(s_1, s_2)$ is the angle of the corner between $s_1$ and $s_2$, and $l$ is the length function normalised with respect to the total length of the lines constituting the polygon. Based on $K$, the higher the value of $K(s_1, s_2)$, the larger the contribution of $s_1 \cup s_2$ to the polygon. With a given shape $D$, we employ DCE to generate skeletons hierarchically with different $k$ values. (In our experiment, $k \in [3, 14]$).

B. Skeleton Pruning with Human Perception

Unlike machine-based pruning, skeleton pruning with human perception not only depends on whether the shapes are represented completely and succinctly, but also considers the shape structural compositions with background knowledge [23] because the perceptions are easily affected by the surroundings. With these observations, we conduct skeleton pruning with human perception by an individual voting scheme. Specifically, given a shape, based on the DCE method, we generate and select three skeletons for voting. According to
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Fig. 5. Polygon simplification. As vertex $v$ has the smallest contribution with Eq. 1, its consecutive line segments $s_1, s_2$ are replaced by a single line segment (red line).

Fig. 2. An overview of the skeletonisation process with the Max-Disc method [13].
the observations in [23], the candidates are selected depending on the following constraints: (1) All the intuitive regions in a shape should have at least one skeleton branch. (2) If a shape is globally or regionally symmetric, the skeleton should also be globally or regionally symmetric. (3) In each region, relatively minor contour perturbations should have at most one skeleton branch. (4) Both shape contour and skeleton are clear and visible for the participants.

With the selected candidates, the individual voting scheme is conducted with a questionnaire. Specifically, we organise the original shape and the three candidates in a table. In order to fulfill the fourth constraint above, we fuse the skeleton and the shape contour together to clarify the original shape structure. We only attach a label to the shape (a number) for subsequent analysis, the shape class and the name are not shown to the participants. For each shape, only one skeleton can be chosen. After analysis, we select the skeleton with the highest votes as the final skeleton from human perception. If two skeletons receive the same number of votes, we conduct another round of voting until a clear winner is obtained. In Figure 6, we can clearly observe some fine-grained differences among skeletons obtained by machine and human perception.

![Fig. 6. Skeletons obtained by machine with a fixed k and human perception. Difference between the two skeletons are marked by the red circles.](image)

III. SKELETON MATCHING

We employ here the approach proposed in [9] as our skeleton matching method with skeletons from both machine and human perception as explained in Section II. The basic idea is to find the best matching between the endpoints of two skeletons. Given two skeletons $S_1$ and $S_2$, let $e_i^1$ and $e_j^2$ be the endpoints in $S_1$ and $S_2$, respectively, $i = 1, 2, \ldots, M$, $j = 1, 2, \ldots, N$, $M \geq N$. The skeleton graphs are matched by comparing the geodesic paths [24] between their skeleton endpoints. Then all the dissimilarity costs between their endpoints $c(e_i^1, e_j^2)$ are represented as a distance matrix $M(S_1, S_2)$:

$$M(S_1, S_2) = \begin{pmatrix}
    c(e_1^1, e_1^2) & c(e_1^1, e_2^2) & \cdots & c(e_1^1, e_N^2) \\
    \vdots & \vdots & \ddots & \vdots \\
    c(e_M^1, e_1^2) & c(e_M^1, e_2^2) & \cdots & c(e_M^1, e_N^2)
\end{pmatrix}$$

(2)

The total dissimilarity $c(S_1, S_2)$ between $S_1$ and $S_2$ is computed by searching correspondences between the skeleton endpoints with the Hungarian algorithm [25] on $M(S_1, S_2)$ expressed in Eq. 2, so that the endpoints in $S_1$ and $S_2$ are matched with the minimal cost. The resulting costs of the matched endpoints can be denoted as $c_1, c_2, \ldots, c_N$ and the total dissimilarity $c(S_1, S_2)$ is calculated by their summation.

IV. EXPERIMENT

In this section, we first analyse the availability of the proposed voting method. After that, the skeletons generated by the human perception and machines are employed and compared in a shape retrieval scenario. With this experiment, we can observe the relationship between skeleton completeness and shape retrieval performance. Thirdly, the dissimilarity values from shape matchings are compared and analysed. Finally, we compare the shape retrieval results using another state-of-the-art skeleton matching method to verify the observations.

A. Availability of the Individual Voting

Generally, two types of voting schemes can be employed: Individual voting and group voting. The biggest difference is whether the volunteers can see the votes of the other participants. Specifically, for the group voting scheme, participants are divided into different groups and in each group they work on one questionnaire so that the votes are visible for everyone. For our research, we choose the individual voting approach based on the assumption that in the group voting scheme, people’s perception could be influenced by the other people’s vote. In order to verify this assumption, we collected 60 different shapes from 5 classes (glass, camel, elephant, bird, heart) for the experiment. Each class contained 12 different shapes. For the group voting, we divided 35 volunteers into 5 groups. Each group was given 12 randomly selected shapes from different classes using questionnaires. For the individual voting, we used another set of 30 volunteers, each of whom was provided two randomly selected shapes from different classes using the questionnaire introduced in Section II-B.

Based on the statistics in Table I, we observe that among 60 shapes, only 38 shapes have the same voting results in the two schemes. The main reason is that in the group voting scheme, if a volunteer sees results from the other volunteers, it affects their decision. Thus, the individual voting method is employed in the following experiments.
TABLE I
STATISTICS FROM THE INDIVIDUAL AND GROUP VOTING RESULTS.

<table>
<thead>
<tr>
<th>Shape ID</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same Result</td>
<td></td>
</tr>
<tr>
<td>1, 3, 6, 7, 9, 10, 12, 13, 17, 18, 19, 20, 22, 23, 25, 28, 29, 30, 31, 33, 34, 36, 37, 39, 40, 41, 43, 44, 45, 47, 51, 53, 55, 56, 57, 58, 59, 60</td>
<td></td>
</tr>
<tr>
<td>Different Result</td>
<td>22</td>
</tr>
<tr>
<td>2, 4, 5, 8, 11, 13, 14, 16, 21, 24, 26, 27, 32, 35, 38, 42, 46, 48, 49, 50, 52, 54</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7. Sample shapes from the Kimia216 [10] dataset.

B. Skeleton Completeness and Retrieval Results

We apply the skeleton-based shape retrieval scenario using the Kimia216 [10] dataset which contains 216 images from 18 classes (Figure 7). Our evaluation is built on a retrieval framework where shapes in the database are ranked based on their similarity to a query shape. To evaluate the retrieval performance, we use the following measure:

\[ y = \frac{1}{100} \sum_{n=1}^{Q} R_n (1 - \frac{n - 1}{Q}) \]

where \( Q \) denotes the number of shapes that belong to the same class as the query shape. \( R_n \) denotes the number of retrieved shapes that are in the same class as the query in the top-ranked \( n \) shapes. The evaluation measure in Eq. 3 is necessary to evaluate the retrieval performance accurately using both the number of correct matches and the ranking positions.

Table II depicts the matching performance using the matching method in Section III, where skeletons are generated by DCE with a different stop parameter \( k \) and the human perception (the last row). We use each shape as a query and retrieve the 12 most similar shapes among the whole dataset. For example, the fourth position in the row of \( k = 3 \) shows that from 216 retrieval results in this position, 186 shapes are relevant to the query shapes. Scores in the last column are calculated with Eq. 3.

We can clearly observe that the matching scores with skeletons generated by human perception are only better than skeletons with \( k = 3, 4 \). This observation tells us that the perceptual skeleton completeness does not have too much influence on the global accuracy of skeleton-based shape matching. In addition, with skeletons generated by machine, the matching score increases from \( k = 3 \) until \( k = 10 \), after which it starts to decrease. An explanation for this might be that when the pruning power \( k \) becomes smaller, the pruned skeleton becomes less complete and loses more topological and geometrical features of the original shape. On the contrary, when the pruning power \( k \) becomes bigger, the pruned skeleton becomes more complete and contains more fine-grained shape features. Thus, the matching accuracy becomes higher. However, if \( k \) continues to increase, there are too many endpoints in the skeleton and the overfitting problem appears and impacts the accuracy of the skeleton-based shape matching. Therefore, we cannot improve the shape matching accuracy by simply increasing their skeleton completeness.

C. Comparison of Dissimilarity Values

In order to explore the detailed changes within different pruning powers, we calculated the mean dissimilarity values between the objects in each class in the Kimia216 dataset [10]. The mean values within the 18 classes are illustrated and compared in Figure 8. Mean dissimilarity values from the skeletons generated by human perception are also compared in Figure 8 (the blue line with \( H \)).

We can observe that for the machine-generated skeletons, the dissimilarity values increase along with an increase of pruning power, while the changes between different classes remain the same. From this observation we can conclude that for each shape class, the required pruning power is different. In addition, we can also see that the mean values from human perception have almost the same pattern as the other curves in Figure 8. For this reason, if we find a proper range of skeleton pruning power for each class of shape, minor changes of this power do not significantly impact the accuracy of the skeleton-based shape matching.

D. Comparison of Retrieval Results

In this part, we evaluate the proposed observations in Section IV-C using the MPEG7 dataset [26]. The MPEG7 dataset is a standard and commonly used shape dataset for evaluating shape matching and classification. The total number of images in the MPEG7 database is 1400: 70 classes of various shapes, each class with 20 images (Figure 9). In
Fig. 8. Comparison of the mean dissimilarity values between skeletons in each class. Skeletons are generated by machine in Section II-A with $k \in [3, 14]$ and human perception in Section II-B.

Fig. 9. Sample shapes from the MPEG7 [26] dataset.

order to verify whether these observations generalize for other skeleton matching methods, a hierarchical skeleton matching method in [27] is employed for shape retrieval. A hierarchical skeleton is a set of skeletons that represent an object at different levels. For skeleton matching, it considers both global shape properties and fine-grained deformations by defining singleton and pairwise potentials for similarity computation between hierarchical skeletons. Similar to the skeleton matching method in [9], if more skeleton levels are considered, a hierarchical skeleton is more complete and contains more geometrical and topological features of the original shape, and vice versa.

In this experiment, we take different levels of hierarchical skeletons and apply the shape retrieval experiment for each of them. In other words, each hierarchical skeleton has a different level of completeness. We also employ the perceptual complete hierarchical skeletons for the experiment, comparing them with machine-generated hierarchical skeletons. In Figure 10, horizontal and vertical axes represent the number of hierarchical levels and the shape retrieval scores, respectively, based on Eq. 3.

We can clearly observe that the retrieval performance gradually increases along with the number of hierarchical skeleton levels, and then becomes stable. This is reasonable because the employed hierarchical skeleton matching method integrates both single skeleton matching, and the skeleton changes in different hierarchical levels for calculating shape dissimilarities. With this strategy, the matching performance increases because more shape geometrical and topological features are involved in the hierarchical skeleton matching process. The matching performance finally becomes stable because the overfitting problem occurs on the single skeleton matching. It impedes the performance improvement on hierarchical skeleton matching, although more hierarchical levels can improve the contribution of skeleton changes. This phenomenon confirms the observations in the previous experiments. In addition, it is also clear that the retrieval score from human perception (H in Figure 10) is lower than the matching performance of most hierarchical levels. With this observation, we can draw the same conclusion that the perceptual skeleton completeness does not have too much influence on the global accuracy of skeleton-based shape matching. Therefore, it is possible to generate hierarchical skeleton automatically while maintaining the matching accuracy by using enough hierarchical skeleton levels.

V. CONCLUSION

We investigated here the influence of skeleton completeness and human perception for skeleton-based shape matching. We compared the shape matching accuracy on Kimia216 and MPEG7 datasets between the skeletons from human perception and the machine. Based on an analysis of matching accuracy and dissimilarity scores, we observed that the perceptual skeleton completeness does not have too much influence on the accuracy of skeleton-based shape matching. In
addition, we were able to obtain the proper range of skeleton pruning power for each shape class, and observed that minor changes of the pruning power do not effect the overall accuracy of shape matching. Therefore, we can apply the automatic skeleton pruning while maintaining the matching accuracy by estimating the approximate pruning power of each shape. With these observations, it is possible to apply a fully automatic shape retrieval system based on skeleton matching without any manual intervention.
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