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Abstract

As the title suggests, this thesis is concerned with the connection between orthogo-

nal polynomials and typically real function, both strictly related to the Koebe function.

Orthogonal polynomials appear in many areas of mathematics and have been the sub-

ject of interest of many mathematicians. In recent years this interest has often arisen

from outside the subject of orthogonal polynomials, after their connection with the

class of analytic functions. Our purpose is to investigate mathematical properties of

some generalization of Koebe function, which is associated to the generalized Cheby-

shev polynomials of the second kind, as well as to the class of typically real functions

that is defined by extended Koebe function. We approach the problem from both per-

spectives. By looking for a generating function of orthogonal polynomials and by using

orthogonal polynomials as a tool to describe the properties of a class of functions.

First, the aim of thesis is a comprehensive study of generalized Koebe function. We

present the motivation of research undertaken with a background leading to the pro-

posed generalization. Next, we find the geometric description of the image of the unit

disc under that function, which in conclusion directs to the solution of extremal prob-

lems in the related class.

Next, our consideration is focused on determining properties of generalized Chebyshev

polynomials of the first and second kind, sparking interest in constructing a theory

similar to the classical one. This studies highlight some important results and connec-

tions between this two types.

Combining generalized Koebe function and generalized Chebyshev polynomials we de-

fine and characterize the class of generalized typically real functions. Specifically, we

present interesting geometric interpretation of the class, and solve the generalized Zal-

cman conjecture. Additionally, we solve several extremal problems; problem of modulus

of function and its derivative, the coefficients problems, etc. We underline the fact that

obtained results are sharp.

Finally, we present Generalized Meixner - Pollaczek polynomials with its special cases

leading to a symmetric and quasi-symmetric case. In this context we find the Fisher

information which was first introduced in the framework of statistical estimation the-

ory, where it plays a key role.

Keywords Geometric function theory, Univalent functions, Typically real functions,

Koebe function, Zalcman conjecture, Orthogonal polynomials, Meixner - Pollaczek

polynomials, Chebyshev polynomials.

Mathematics Subject Classification 30C10, 30C45, 33C47, 33C45, 33D45.
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Introduction

Complex analysis is one of the classical branches in mathematics with a history dating

back to 19th century which interacts with many other part of mathematics, having

many physical applications and used throughout analytic number theory. In recent

years, it has become very popular through a new results from complex dynamics and

fractals formed by iterating holomorphic functions. It is an essential tool in applica-

tions including algebra (theory of fields and equations), algebraic geometry and complex

manifolds, Lie gropus, dynamics (iterated rational maps), number theory and automor-

phic forms, theory of Riemann surface, several complex variable, harmonic functions,

elliptic equations and distributions.

Leading mathematicians associated with complex analysis include Euler, Gauss, Rie-

mann, Cauchy, Weierstrass, Koebe, Bieberbach and many more in the 20th century.

The latter two would have a significant impact on the development of complex analysis

of the twentieth century; Koebe initiated in 1907 the univalent functions study, while

Bieberbach presented in 1916 what would soon become a famous conjecture, described

by Browder as ”one of the most celebrated conjecture in classical analysis, one that

has stood as a challenge to mathematicians for a very long time”. The Bieberbach

conjecture was finally proved in 1984 by L. de Branges; who in fact proved the Milin

conjecture, which established the Robertson conjecture, which in turn established the

Bieberbach conjecture. The conjecture is at heart an assertion about extremality of the

Koebe function; it states that the Taylor coefficients of any univalent functions do not

exceed the coefficients of the Koebe function. Although, bounds of coefficients were

obtained in the meantime much more easily for some subclasses of univalent functions

than for the full class.

One of the classes for which the Bieberbach conjecture holds true is the class of starlike

or typically real functions. In both classes the Koebe function appears as the extremal.

It resulted a significant increase of the interest in this function itself and its possible

generalizations. As one of the earliest extension of Koebe function we mention Eguchi

and Owa [44], and Okuyama [110], described in designation of a radius of starlike-

ness and convexity of order α, and next involved in the problem of α-spirallikeness
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of some order. Another form can be found in paper by Noor [108]; in the same form

it appeared in Goodman work [62]. The complex parameter was introduced in the

generalized Koebe function by Campbell and Pfaltzgraff in [27]. For other general-

izations the reader is referred to Siregar [134], Yamashita [157] (nonunivalent case; in

considering conformality and semiconformality at a boundary point), Starkov [138] (as

the maximizing a problem of coefficients in the universal linearly invariant family) and

Pommerenke [114]. Generalization in the other direction proposed Gasper in [58] in

his study of some extension of the Löwner theory and de Brange’s inequalities. In the

dissertation we propose the generalization of Gasper type, but extended to the two

parametric case. Due to this context a class of generalized typically real functions is

defined.

The origins of the studies of typically real function date back to the years thirties of the

twentieth century and are associated with the name Rogosinski [126] and Robertson

[121]. The idea of the definition of such functions is connected with the name of the

class, so that TR is a class of functions f , normalized by f(0) = f ′(0)− 1 = 0, and an-

alytic in the unit disk D that map the unit disk into a complex plane and take the real

values for real arguments and nonreal values elsewhere. This beautiful interpretation

allows to formulate analytic condition Im {f(z)} Im {z} ≥ 0 in D. The first results for

TR are due to Rogosinski and Robertson, likewise. They provide, among other, integral

Herglotz representation that gave rise for obtaining further results.

On the other hand the generalized Koebe function is associated with the generating

function of Meixner - Pollaczek (MP), and Chebyshev polynomials. The Meixner -

Pollaczek polynomials were discovered by Meixner [99] and later studied by Pollaczek.

The major properties were discussed by Chihara [34], Koekoek and Swarttouw [83].

Chen and Ismail in 1997 [29] investigated the asymptotic behavior of the extreme zeros

of the MP polynomials, as well as the asymptotic distribution of zeros in a symmetric

case. Li and Wong in 2001 [92] obtained an asymptotic expansion of the MP polyno-

mials in terms of the parabolic cylinder functions. They also obtained the improved

asymptotic behaviors of the zeros. Krasovsky in 2003 [86] investigated the asymptotic

distribution of zeros of MP polynomials on the approach of difference equations. Do-

minici [41] and Friden [53], described huge impact of Fisher information of polynomials

to the science. The problem of generalization of the Meixner - Pollaczek polynomials

for the complex case arose as a result of study Araaya work [10] and a knowledge about

the generalized Koebe function.

The Chebyshev polynomials (of the first and second kind), named after Chebyshev

[31], form a sequence of orthogonal polynomials which are defined recursively and are

related to de Moivre’s formula. Those are polynomials with the largest possible leading
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coefficient, and with absolute value bounded by 1. Chebyshev polynomials are variant

of polynomials especially suited for approximating other functions. They are widely

used in many areas of numerical analysis; uniform approximation, least-squares approx-

imation, numerical solution of ordinary and partial differential equations (the so-called

spectral or pseudospectral methods), and so on. Therefore several its extensions oc-

cur. Akhiezer [3, 4], and Akhiezer and Tomčuk [5] introduced orthogonal polynomials

of two intervals which generalize the Chebyshev polynomials, and require the use of

elliptic functions. In the case of more than two intervals, Tomčuk [152], investigated

their Bernstein-Szegö asymptotics, with the theory of hyperelliptic integrals, and found

expressions in terms of a certain Abelian integral of the third kind. In 1984 Al-Salam,

Allaway, and Askey [8] introduced sieved ultraspherical polynomials which are orthogo-

nal with respect to an absolutely continuous measure, but the weight function vanishes

at k + 1 points. Ismail [70] observed that the vanishing of the weight function means

that the polynomials are orthogonal on several adjacent intervals. In particular his

polynomials include analogues of the Chebyshev polynomials of the first and second

kind. Peherstorfer in [111] was carried out Chebyshev type polynomials as extremal

polynomials that are orthogonal on several intervals. The Chebyshev type polynomials

satisfy similar extremal properties to the classical Chebyshev polynomials on [−1, 1].

The extremal polynomials also have the property that they are orthogonal with respect

to some weight function. For other generalization the reader is referred to [30]. Some

of generalized Chebyshev polynomials are associated with generalized Koebe function,

as was observed in [148]. Due to its properties can be easily demonstrate the specific

properties of the class TR. These polynomials are interesting themselves and are the

object of interest from the possibilities of their use. A similar relationship with gener-

alized Koebe function combines Meixner - Pollaczek polynomials.

The purpose of this thesis is to combine all of these relations in the one coherent

whole. We present the fundamental interrelationships, dependencies, similarities and

differences between Meixner - Pollaczek and Chebyshev polynomials and generalized

typically real functions, indicating new methods of investigation. A significant topic

in the theory of univalent functions is to find the geometric interpretation of several

analytic problems. The importance of geometry is that it establishes a correspondence

between geometric and analytic properties that makes it possible to reformulate prob-

lems in geometry as equivalent problems in analysis, and vice versa; the methods of

either subject can then be used to solve problems in the other. In the dissertation a

geometric interpretation of the class of typically real functions is provided.

The thesis consists of five chapters. Chapter 1 is structured in two sections in which are

presented some fundamental definitions and results that constitutes the backgrounds
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for the remaining chapters. The part of complex analysis (Section 1.1) includes with

the presentation of some notions and fundamental results from the geometric theory of

functions of one complex variable. First, we present the basic notions and elementary

results about the class of normalized and univalent functions on the unit disc, then we

consider various subclasses of univalent functions, including not only the starlike and

convex functions, but also, among others, the class of positive real part and, especially

the class of typically real functions. In Section 1.2 general problems concerning orthog-

onal polynomials are presented with their special cases like Meixner - Pollaczek and

Chebyshev polynomials. We present the fundamental knowledge of that theory and a

brief account of the results.

The Chapter 2 focuses on some original results on generalization of Koebe function.

First in Section 2.1 we present a motivation of the research in this direction. Next,

we find the radius of starlikeness of order α and radius of convexity. In Sections 2.2

we discuss in detail the generalized Koebe function. In particular geometric image of

the unit disk is described, with the analogue of ’Koebe 1/4 theorem’. We describe

the extremal values of the modulus, real and imaginary part of the image of unit disk.

Helpfully, we present the graphs of the image of the unit disk under considered map.

Chapter 3 deals with the polynomials connected with extension of the class of typically

real functions. Extending the analytic tool in these directions is not only beneficial to

the topics considered in the thesis but can also contribute to other problems mentioned

above, where the class of typically real functions and orthogonal polynomials may be

of an interest.

Our consideration in Chapter 3 focuses on determining properties of special sequences of

generalized Chebyshev type polynomials of the first and second kind, sparking interest

in constructing a theory similar to the classical one. The generalization of Chebyshev

polynomials of first kind occurs first in [79], where it was proposed to study the poly-

nomials with one parameter. Another example is work of Freund [69]. In the thesis

author is concerned with a classical inequality due to Bernstein which estimates the

norm of polynomials on any given ellipse in terms of their norm on any smaller ellipse

with the same foci. These Bernstein type inequalities are closely connected with certain

constrained Chebyshev approximation problems on ellipses. The authors introduce an

analogy to the Chebyshev polynomials. This chapter highlights some important results

and connections between this two types.

Combining generalized Koebe function and generalized Chebyshev polynomials we de-

fine and characterize in Chapter 4 the class of generalized typically real functions.

Specifically, we present interesting geometric interpretation of the class, and solve the

generalized Zalcman conjecture. Additionally, we solve several extremal problems;
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problem of modulus of function and its derivative, the coefficients problems, etc. We

underline the fact that obtained results are sharp.

Finally, the last chapter is dedicated to the study of generalized Meixner - Pollaczek

(GMP) polynomials; the motivation to the introduction and research of this new classes

of orthogonal polynomials was presented in Section 2.1. We prove the orthogonality of

the GMP in Section 5.1.2, we find this property very useful in our investigation.

In Section 5.2 we investigate the Symmetric Generalized Meixner - Pollaczek poly-

nomials (SGMP); specially its extension on the complex parameters. We show that

SGMP polynomials have many important and useful properties: closed form expression,

explicit formula for the exponential generating function, recurrence relation, integral

representation and asymptotic expansion, and satisfy differential equation. We sum-

marize the asymptotic expansions and the limit relations as well as orthogonality of

the polynomials in some strip.

Finally, Section 5.3 is devoted to quasi-symmetric case; we find the Fisher information

which is interesting itself but also provides the interesting applications in information-

theoretic measures of the probability distributions associated with them.

The bibliography contains 116 titles, 7 signed by the author.

Acknowledgments. I would like to express my warm and sincere thanks to my

thesis supervisor Professor S. Kanas for her scientific and personal support, her open

mind and patience, that she always believes in my abilities and take care off all aspect

of my scientific development.



Chapter 1

Preliminary results

1.1 Complex analysis

The theory of univalent function was initiated by Koebe in 1907. Beginning with the

classical Riemann Mapping Theorem, there is a lot of existence theorems for canonical

conformal mappings. On the other hand there is an extensive theory of qualitative

properties of conformal mappings, concerning mainly prior estimates, including the

Bieberbach conjecture with the proof of the de Branges. Here a starting point was the

classical Schwarz Lemma, and the Koebe’s distortion theorem.

In this subsection, we begin with the presentation of some notions and fundamental

results from geometric function theory of one complex variable. We present first the

basic properties of the class S of normalized univalent functions on the unit disc, then

we consider various subclasses of univalent functions, such as the well-known starlike

and convex functions, but also typically real functions.

1.1.1 Notions and elementary results from the theory of uni-

valent functions

Let C be the open complex plane, R the set of real numbers, and N the set of all

integers. Consider the following notations which will be used further

• D = {z ∈ C : |z| < 1},
• D(z0, r) = {z ∈ C : |z − z0| < r},
• ∂D(z0, r) = {z ∈ C : |z| = r}.

Definition 1.1 [43, Duren, p. 2] A function f of a complex variable z is analytic

(holomorphic, regular) in a domain Ω if it has a derivative at each point in the domain

8



1.1 Complex analysis 9

Ω, and f is analytic at a point z0 if there exists a neighborhood D(z0, r), with r > 0,

such that f is analytic in D(z0, r).

Let H(D) be the set of holomorphic functions in D. For a ∈ C and n ∈ N denote

H[a, n] = {f ∈ H(D) : f(z) = a+ anz
n + an+1z

n+1 + ...},

An = {f ∈ H(D) : f(z) = z + an+1z
n+1 + ...}, (A1 = A).

Thus each f ∈ A has a Taylor series representation

f(z) = z +
∞∑
n=2

anz
n, (1.1)

where

an =
f (n)(z0)

n!
.

Definition 1.2 [43, Duren, p. 5] A single valued function f is said to be univalent

(schlicht) in a domain D ⊂ C if it never takes the same value twice.

If f is univalent and has the form (1.1) then it is called normalized univalent function.

The class of all normalized univalent functions that are analytic in the disc D is denoted

by S, that is

S = {f ∈ A : f univalent in D}.

For analytic functions f , the condition f ′(z) 6= 0 is equivalent to a local univalence

at z0. It is obvious that any univalent function f is locally univalent, so the condi-

tion f ′(z) 6= 0 is necessary for univalence of f on D, but not sufficient. For example,

the function f(z) = exp z is not univalent in C, being a periodic function, although

f ′(z) = exp z 6= 0, for any z ∈ C.
Since a locally univalence function preserves angles and orientation, an univalent func-

tion is also referred to as a conformal mapping or a conformal equivalence.

Lemma 1.1 [43, Schwarz Lemma, Duren, p. 197] Let f be analytic in D, with f(0) = 0

and |f(z)| < 1 in D. Then |f ′(0)| ≤ 1 and |f(z)| ≤ |z| in D. Strict inequality for some

non-zero z in both estimates occurs iff f is a rotation of the disk f(z) = eiθz (θ ∈ R).

Definition 1.3 [114, Pommerenke, p. 33] If f and g are two functions analytic in D,
we say that f is subordinate to g, written as

f ≺ g or f(z) ≺ g(z),

if there exists a Schwarz function ω (i.e. analytic in D, with ω(0) = 0 and |ω(z)| < 1,

for all z ∈ D) such that

f(z) = g(ω(z)) (z ∈ D).

Furthermore, if g is univalent in D, then we have the following equivalence:

f(z) ≺ g(z)⇔ f(0) = g(0) and f(D) ⊂ g(D).
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As early as 1851, Riemann enunciated the basic theorem that every simply connected

domain can be mapped conformally onto the unit disk.

Theorem 1.2 [43, Riemann mapping theorem, Duren, p. 11] Every simple connected

domain E, which is not equal to C, can be mapped conformally onto the unit disc D.

The leading example of a function of class S is the Koebe function

k(z) =
z

(1− z)2
= z + 2z2 + 3z3 + ... =

∞∑
n=1

nzn.

The Koebe function maps the disk D, one to one and conformally onto the entire plane

minus the slit (−∞,−1
4
] on the real axis. This is best seen by writing

k(z) =
1

4

(
1 + z

1− z

)2

− 1

4
,

and observing that the function

L(z) = w =
1 + z

1− z
maps D conformally onto the right half plane Re(w) > 0.

Other example of functions in class S are:

f(z) = z, f(z) =
z

1− z
, f(z) =

1

2
log

1 + z

1− z
, f(z) = z − 1

2
z2.

The sum of two functions in S need to be univalent. However, the class S is

preserved under some elementary transformations such as

Conjugation: If f ∈ S and g(z) = f(z) = z + a2z
2 + ..., then g ∈ S.

Rotation: If f ∈ S and g(z) = e−iθf(eiθz) then g ∈ S.

Dilation: If f ∈ S and g(z) = r−1f(rz), where 0 < r < 1, then g ∈ S.

Disk automorphism: If f ∈ S, α is such that |α| < 1, and

g(z) =
f
(
z+α
1+αz

)
− f(α)

(1− |α|2)f ′(α)
, then g ∈ S.

Each function f ∈ S is an open mapping with f(0) = 0, so its range contains a disk

centered at the origin. In 1907, Koebe [82] discovered that the ranges of all functions

in S contain a common disk |w| < ρ, where ρ is an absolute constant. The Koebe

function shows that ρ ≤ 1
4
, and Bieberbach later [15] established Koebe’s conjecture

that ρ may be taken to be 1
4
.

Theorem 1.3 [43, Koebe One-Quarter Theorem, Duren, p. 31] The range of every

function of class S contains the disk {w : |w| < 1
4
}.
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The idea of growth of analytic function f refers to the size of the image domain, that

is |f(z)|. The term, distortion, arises from the geometric interpretation of |f ′(z)| as the

infinitesimal magnification factor of the arclength under the mapping f. These concepts

tell much about the boundedness of these functions and their derivatives. For the class

S we have the following.

Theorem 1.4 [114, Koebe distortion theorem, Pommerenke, p. 21] If f ∈ S then for

z ∈ D
|z|

(1 + |z|)2
≤ |f(z)| ≤ |z|

(1− |z|)2
,

and
1− |z|

(1 + |z|)3
≤ |f ′(z)| ≤ 1 + |z|

(1− |z|)3
.

In each case equality holds if and only if f is a suitable rotation of the Koebe function.

It is unknown how to completely characterize the coefficients of functions in the class

S. On the other, there are sharp inequalities which such coefficients satisfy. Histor-

ically, there interrelated problems (Bieberbach conjecture, Robertson conjecture and

Milin conjecture) have played a central role in this subject. In 1916 Bieberbach [15]

formulated the following conjecture:

Theorem 1.5 [23, Bieberbach Conjecture - de Branges Theorem] The coefficients of

each functions f ∈ S satisfy |an| ≤ n, for n = 2, 3, .... The inequality is sharp, the

equality holds for Koebe function or one of its rotations.

The above conjecture remained unsolved until 1985, when it was proved by de Branges

[23], by means of the method of modified Löwner chains.

1.1.2 Convex and starlike functions

If we know that a univalent function maps D onto a domain with some nice property,

then we have the means for a more penetrating study of the function. A convex

domain is an outstanding example of a domain with nice properties. Another example

is a domain that is starlike with respect to some point.

Definition 1.4 [65, Goodman, p. 107] A set D ⊂ C is called convex if for every pair

of points w1 and w2 in the interior of D, the line segment joining w1 and w2 is also

in the interior of D. If a function f maps D onto a convex domain, then f is called

a convex functions. The class of all convex, normalized and univalent functions we

denote by SC.

We give next the well known analytical characterization for convex functions.
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Theorem 1.6 [114, Pommerenke, p. 47] Let the function f be analytic in the unit

disk, f(0) = 0, f ′(0) 6= 0. Then function f ∈ SC in D if and only if

Re

(
zf ′′(z)

f ′(z)
+ 1

)
> 0 (z ∈ D).

A generalization of a notion of the convexity is a convexity of order α, below.

Definition 1.5 [65, Goodman, p. 133] Let 0 ≤ α ≤ 1. We denote

SC(α) = {f ∈ S : Re

(
zf ′′(z)

f ′(z)
+ 1

)
> α (z ∈ D)},

the class convex functions of order α.

The next theorem gives the bounds for the coefficients for functions in SC.

Theorem 1.7 [65, Goodman, p. 117] If f ∈ SC, where f is of the form (1.1), then

|an| ≤ 1 for any n ∈ N, n ≥ 2. Equality holds if and only if f(z) =
z

1 + eiθz
(z ∈

D, θ ∈ R).

For convex functions from the class SC we have the following growth and distortion

theorem.

Theorem 1.8 [65, Goodman, p. 118] If z ∈ D with |z| = r, and f belongs to SC, then

the following sharp estimates hold
r

1 + r
≤ |f(z)| ≤ r

1− r
,

1

(1 + r)2
≤ |f ′(z)| ≤ 1

(1− r)2
.

Equality holds at any given point other than 0 for the functions f(z) =
z

1− λz
, z ∈ D

for a suitable choice of λ ∈ C with |λ| = 1.

Definition 1.6 [43, Duren, p. 40] A set D ⊂ C is said to be starlike with respect to w0,

which is an interior point of D, if each ray with initial point w0 intersects the interior

of D in a set that is either a line segment or a ray. If a function f maps D onto a

domain that is starlike with respect to w0, then we say that f is starlike with respect to

w0. In the special case w0 = 0, we say that f is a starlike function. The class of all

starlike functions we denote by S∗.

The class of starlike function with respect to origin was first studied by Alexander

[7] and Nevanlinna [107]. The following theorem gives an analytic characterization of

starlike functions.

Theorem 1.9 [65, Goodman, p. 111] Let the function f ∈ S. The function f is

starlike in D if and only if

Re
zf ′(z)

f(z)
> 0 (z ∈ D).
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From Theorem 1.9 we have S∗ ⊂ S. However, the inequality Re
zf ′(z)

f(z)
> 0 (z ∈ D), is

not sufficient for univalence of the function f , as it can easily be seen from the example

f(z) = z2 (z ∈ D).

Because S∗ ⊂ S and the Koebe function and its rotations belongs to the class S∗; it

follows that the distortion and growth results for the full class S also hold and are

sharp for functions in S∗.

Theorem 1.10 [65, Goodman, p. 117] If z ∈ D with |z| = r, and f belongs to S∗,
then the following sharp estimates hold

r

(1 + r)2
≤ |f(z)| ≤ r

(1− r)2
,

1− r
(1 + r)3

≤ |f ′(z)| ≤ 1 + r

(1− r)3
.

Equality occurs in each of these estimates if and only if f is the Koebe function or one

of its rotation.

The next theorem, which gives the coefficient bounds for functions in S∗ was proved,

independently, by Löwner [94] in 1917 and Nevanlinna [107] in 1920.

Theorem 1.11 [114, Pommerenke, p. 46] If f ∈ S∗, where f is of the form (1.1),

then |an| ≤ n for any n = 2, 3, .... Equality holds if and only if f(z) =
z

(1 + eiθz)2

(z ∈ D, θ ∈ R).

Remark 1.1 We have SC ⊂ S∗ ⊂ S and

f ∈ SC ⇔ zf ′(z) ∈ S∗.

Similarly to the convexity of order α a notion of starlikeness of order α was intro-

duced by Robertson [123].

Definition 1.7 [65, Goodman, p. 133] Let 0 ≤ α ≤ 1. We denote

S∗(α) =

{
f ∈ S : Re

zf ′(z)

f(z)
> α (z ∈ D),

}
the class starlike functions of order α.

1.1.3 Class of functions with positive real part

The class of functions with positive real part plays a crucial rule in the Geometric

Function Theory. Its significance can be seen from the fact that any subclasses of

the class of univalent functions have been defined by using the concept of the class of

functions with positive real part. The functions with positive real part constitute an

important part in problem from signal theory, in moment problems and in constructing
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quadrature formulas and the references cited therein for some recent applications. In

this section, we define the class of functions with positive real part and we presents

here some of its interesting properties.

Definition 1.8 [65, Goodman, p. 78] The class P is the set of all functions of the

form

ϕ(z) = 1 + c1z + c2z
2 + ... = 1 +

∞∑
n=1

cnz
n, (1.2)

that are analytic in D, and such that for z ∈ D, Reϕ(z) > 0. Any function in P is

called a function with positive real part in D.

We give next the distortion and growth results for functions with positive real part.

Theorem 1.12 [65, Goodman, p. 81] If ϕ ∈ P and |z| = r < 1, then
1− r
1 + r

≤ |ϕ(z)| ≤ 1 + r

1− r
,

1− r
1 + r

≤ Reϕ(z) ≤ 1 + r

1− r
,

|ϕ′(z)| ≤ 2Reϕ(z)

1− r2
≤ 2

(1− r)2
.

In each of the above inequality, equality holds for p(z) = (1 + λz)/(1 − λz) (z ∈ D),

where λ ∈ C is such that |λ| = 1.

Theorem 1.13 [114, Pommerenke, p. 35] Let ϕ ∈ P be of the form (1.2). Then

|cn| ≤ 2 (n ≥ 1),∣∣∣∣c2 −
c2

1

2

∣∣∣∣ ≤ 2− |c1|2

2
.

The estimates are sharp. Equality holds for ϕ(z) = (1 + λz)/(1− λz) (z ∈ D), where

λ ∈ C and |λ| = 1.

It should be noted that ϕ is not necessarily required to be univalent. For this

purpose consider the function ϕ(z) = 1 + zn which is in P for any integer n ≥ 0, but

if n ≥ 2, the function is not univalent.

Just as the Koebe function plays a central role in the class S, the Möbius function

L(z) =
1 + z

1− z
= 1 + 2z + 2z2 + ... = 1 + 2

∞∑
n=1

zn, (1.3)

plays a central role in the class P . The function defined by (1.3) is analytic and

univalent in D, and it maps D onto the right half plane. There is one notable difference

in the character of L and k. In many extremal problems for the class S, the Koebe

function is the unique solution (apart from a rotation). In contrast, the function L

does maximize cn in the class P, but if n ≥ 2, there are infinitely many other function
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in P for which cn = 2, and no one of these is obtained from any other by a rotation.

According to the famous Herglotz representation theorem, proved in 1911 by Herglotz

[67], every positive harmonic function is the Poisson integral of a positive measure.

Theorem 1.14 [65, Herglotz representation formula for analytic functions with posi-

tive real part, Goodman, p. 96] Let ϕ be an analytic function with positive real part in

D. Then ϕ has the form

ϕ(z) =

2π∫
0

1 + ze−it

1− ze−it
dµ(t) (|z| < 1),

where µ is a positive measure on [0, 2π].

1.1.4 Class of typically real functions

Definition 1.9 [65, Goodman, p. 184] If the function f ∈ A, and satisfies for every

z ∈ D the condition

(Imf(z))(Imz) ≥ 0, (1.4)

then f is said to be typically real in D. The class of all such functions is denoted by

TR.

This definition can be modified to include other normalizations, domains different from

D, or using the meromorphic functions.

From (1.4) it follows that all coefficients are real. In the opposite direction, every

univalent function with real coefficients is typically real because Imf(z) = 0 implies

f(z) = f(z) = f(z) and therefore z = z, that is Imz = 0.

Theorem 1.15 [114, Pommerenke, p. 54] Let f ∈ A have real coefficients. Then the

following three conditions are equivalent

1. f is typically real,

2. the function

(1− z2)
f(z)

z
= 1 + a2z +

∞∑
n=2

(an+1 − an−1)zn

has positive real part in D,

3. there exists an increasing function γ(t) (−1 ≤ t ≤ 1) such that

f(z) =

1∫
−1

z

1− 2z cos t+ z2
dγ(t).
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Example 1.1 The function

f(z) =
(1 + z2)z

(1− z2)2
= z + 3z3 + 5z5 + ...

is typically real by Theorem 1.15, but is not univalent in D.

Theorem 1.16 [114, Pommerenke, p. 54] If f ∈ A be typically real, then

|an+1 − an−1| ≤ 2,

|an| ≤ n (n = 2, 3, ...) .

Ma in [95] proved the generalized Zalcman conjecture for typically real functions, as

follows.

Theorem 1.17 [95, Ma] Let f ∈ A be typically real. Then for n,m = 2, 3, ..., the

sharp estimates hold:

|anam − an+m−1| ≤


n+ 1, if m = 2, n = 2, 4, 6, ...,

m+ 1, if n = 2,m = 2, 4, 6, ...,

(n− 1)(m− 1), otherwise.

Goluzin [61] first proved that inside of the curve

C =
{
z :
(

(|z + i| =
√

2) ∩ (Imz ≥ 0)
)
∪
(

(|z − i| =
√

2) ∩ (Imz ≤ 0)
)}

all function f ∈ TR are univalent, see Fig. 1.1.

-1.0 -0.5 0.5 1.0

-0.4

-0.2

0.2

0.4

Fig. 1.1. The domain of univalence of the class TR.

With the help of the other methods Brannan and Kirwan [24] and Goodman [63]

proved that the Goluzin domain of univalence is maximal for the class TR. Brannan

and Kirwan [24] also proved that the image of the disk D under every function f ∈ TR
in the w-plane covers the disk |w| < 1/4. Goodman [64] found the Koebe domain for

the class TR, i.e. the largest possible domain that is covered under the image of the disk

D be every function f ∈ TR in the w-plane, where the Brannan, Kirwan disk |w| < 1/4

is maximal with a center w = 0 in the Goodman Koebe domain.



1.1 Complex analysis 17

Theorem 1.18 [65, Goodman, p. 191] For f ∈ TR and z ∈ D \ {0} we have

|f(z)| ≤



∣∣∣∣ z

(1− z)2

∣∣∣∣ if Re1+z2

z
≥ 2,

1∣∣Im1+z2

z

∣∣ if |Re1+z2

z
| < 2,∣∣∣∣ z

(1 + z)2

∣∣∣∣ if Re1+z2

z
≤ −2.

arg
z

(1 + z)2
≤ arg f(z) ≤ arg

z

(1− z)2
(z ∈ D+),

arg
z

(1− z)2
≤ arg f(z) ≤ arg

z

(1 + z)2
(z ∈ D−),

where D+ and D− denotes the upper and lower part of the unit disk D, respectively.

Todorov [151] gave an estimates for the functional Re(zf ′(z)/f(z)) in TR.

Theorem 1.19 [151, Todorov] For each typically real function we have

Re
zf ′(z)

f(z)
≥ 1− 6r2 + r4

1− r4
(2−

√
3 ≤ r = |z| < 1)

with equality for function f(z) = z(1 + z2)/(1− z2)2 at the points z = ±ir,

Re
zf ′(z)

f(z)
≥ 1− r

1 + r
(0 ≤ r = |z| ≤ 2−

√
3)

with equality for the functions f(z) = z/(z ± 1)2 at the points ±r.

1.1.5 Radius problems

If we suppose that some transformations or geometric conditions fail to preserve univa-

lence (for instance) in the unit disk, then it is natural to ask if such transformations (or

conditions) could preserve it in any subdisk of D. Problems of this sort became known

as radius problems. In Section 2.2.1 we determine the radii of starlikness of order α

and radii of convexity for Koebe function. Next, in Section 4.6 we compute the radii

of local univalence and of univalence. Before we state this results, we must introduce

additional terminology and notation.

Definition 1.10 [65, Goodman, p.119] The number RP is called the radius for the

property P in the class M if RP is the least upper bound of all numbers r such that

every f(z) in M has the property P in the disk D.

Theorem 1.20 [65, Goodman, p. 119] Let f ∈ S. Then for each r ≤ 2 −
√

3, the

image of |z| = r is a simple closed convex curve. The number RSC = 2−
√

3 is sharp.

Specially, a radii of convexity and starlikeness were studied.
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Definition 1.11 [65, Goodman, p. 119] The number RSC = 2−
√

3 is called the radius

of convexity for the set S.

Definition 1.12 [43, Duren, p. 95] We say that rS∗(S) is the radius of starlikeness in

the class S, if it is the maximum of numbers r such that the inequality Re(zf ′(z)/f(z)) ≥
0 holds in D for each function f ∈ S.

The radius of starlikeness for S is

rS∗(S) =
1− expπ/2

1 + exp π/2
= tan

π

4
,

and this fact was first discovered by Grunsky [66].

Definition 1.13 [135, Sobczak - Kneć] The set G ⊂ D is called the set of local univa-

lence in the class S, if

∀f∈S ∀z∈G : f ′(z) 6= 0 and ∀z∈D\G ∃f∈S : f ′(z) = 0.

Definition 1.14 [135, Sobczak - Kneć] We say that rLS(S) is the radius of local uni-

valence in the class S, if it is the maximum of numbers r such that every function

f ∈ S is locally univalence in D.

Definition 1.15 [135, Sobczak - Kneć] We say that rS(S) is the radius of univalence

in the class S, if it is the maximum of the numbers r such that every function f ∈ S
is univalence in D.

In the class S the following inequality is satisfied

rS∗(S) ≤ rS(S) ≤ rLS(S)

1.1.6 Linearly invariant families of holomorphic functions

Definition 1.16 [113, Pommerenke] A family M of functions f of the form (1.1),

holomorphic in the unit disc D, is called a linearly invariant family if each function

f ∈M satisfies the following conditions

1. f ′(z) 6= 0 in D (local univalence),

2. for all f ∈M and θ ∈ R, e−iθf(zeiθ) ∈M

3. for all f ∈M and a ∈ D fa(z) :=
f( z+a

1+āz
)− f(a)

f ′(a)(1− |a|2)
= z + ... ∈M.
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Definition 1.17 [113, Pommerenke] The number

ord f = sup
a∈D

|f ′′a (0)|
2

is called the order of a locally univalent function f , and the number

ordM = sup
f∈M

ord f

the order of the family M. Moreover,⋃
{M : ord M ≤ α} := Uα

is called the universal linearly invariant family.

Linearly invariant families play an important role in the theory of conformal mappings.

The examples of the well known linearly invariant families are the class S, with ord S =

2 [14,15], SC,with ord SC = 2 [116], and Uα, ord Uα = α.

Starkov in [137] (see also [139]) introduced a linear-invariant family U ′α ⊂ Uα (α ≥ 1)

with ord U ′α = α, defined by

f ∈ U ′α ⇐⇒ f ′(z) = exp

−2

2π∫
0

log (1− ze−it)dµ(t)

,
where µ(t) is an arbitrary complex-valued function of bounded variation on [0, 2π] such

that ∣∣∣∣∣∣
2π∫

0

dµ(t)− 1

∣∣∣∣∣∣+

2π∫
0

|dµ(t)| ≤ α.

1.2 Orthogonal polynomials

This introductory section gives a brief account on the standard theory of orthogonal

polynomials. We give definitions, notation and results from orthogonal polynomials

and hypergeometric series that will be using later in dissertation.

The subject of orthogonal polynomials finds its origins in the 18th century, thanks

to the works of Legendre, Laplace and Lagrange. Although these three brilliant mathe-

maticians are best remembered for their work in elliptic functions, the theory of differ-

ential equations and mathematical astronomy, they also developed the first examples

of orthogonal polynomials, before any general theory existed. The development of the

general theory began in the 19th century after investigations into Stieltjes continued

fractions [143,144] by Chebyshev [31].

Other important results, independent of the general theory were given by Gauss, Abel,

Jacobi, Hermite and Laguerre, of whom the latter three gave their name (Jacobi, Her-

mite, Laguerre) to what became the classical orthogonal polynomials. Each of these
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sets of polynomials is an example of family of polynomials that are orthogonal with

respect to an inner product that is included by a positive weight function on an in-

terval of the real line. The classical orthogonal polynomials were the first families of

orthogonal polynomials to be established and are important because they were discov-

ered to posses many more properties than other orthogonal polynomials systems of the

time. Looking more closely at the properties that these families have, it can be shown

that they all have a generating function, a recursion and differential relation and a

Rodrigues’ formula.

Orthogonal polynomials have been found to have connections with trigonometric, hy-

pergeometric, Bessel and elliptic functions. They have significance in helping to solve

certain problems in quantum mechanics and mathematical statistics.

Up until the late 20th century, there were only a few authoritative texts on the subject

of orthogonal polynomials. These included the book by Szegö [147], that covered most

of the general theory along with all standard formulae for the three classical orthogonal

polynomials. The monograph by Freud [51] also gave a detailed view on the classical

orthogonal polynomials in the context of asymptotics. The text by Chihara [34] was

focused on the elementary theory. Recently though, there has been a renewed interest

in orthogonal polynomials, especially since the connection with integrable systems has

been found. Among these we mention the books by Simon [132, 133], which has de-

veloped the general theory, [147] as an authoritative texts on orthogonal polynomials

on the unit circle, and the monograph [70], which approaches orthogonal polynomials

from the viewpoint of special functions.

The connection of orthogonal polynomials with other branches of mathematics is truly

impressive. We only mention here continued fractions, operator theory (Jacobi opera-

tors), analytic functions (Bieberbachs conjecture), interpolation, approximation theory,

numerical analysis, statical quantum mechanics, special functions, number theory (irra-

tionality and transcendence), graph theory, combinatorics, random matrix, stochastic

processes, data sorting and compression and computer tomography.

1.2.1 Hypergeometric series

The hypergeometric series arises in the theory of differential equations, and can also

be used for the representation of several important sets of orthogonal polynomials.

Definition 1.18 [117, Rainville, p. 45] For complex numbers a, b, and c (c 6= 0,−1,−2, · · · ),

the Gaussian hypergeometric function 2F1(z) is defined by

2F1(a, b, c; z) =
∞∑
k=0

(a)k(b)k
(c)k

zk

k!
(z ∈ D), (1.5)



1.2 Orthogonal polynomials 21

where (a)n is the Pochhammer symbol or shifted factorial defined by

(a)0 = 1,

(a)n = a(a+ 1)(a+ 2)...(a+ n− 1) (n ∈ N).

Notice that 2F1(z) is symmetric with respect to a and b and the series terminates if

either a or b is zero or a negative integer. In general, the series 2F1(z) is absolutely

convergent in D. If Re(c− a− b) > 0, it is also convergent on ∂D, and it is known that

2F1(a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

(c 6= 0,−1,−2, ... ).

Hypergeometric series are built from Pochammer symbols so it is natural that in ex-

tending the hypergeometric series an extension of the Pochammer symbol is obtained.

This is given by the q-shifted factorial.

Definition 1.19 [83, Koekoek, p. 11] The q-shifted factorials are defined as

(a; q)0 := 1, (a; q)n :=
n∏
k=1

(1− aqk−1) (n = 1, 2, ...)

and the multiple q-shifted factorials are defined by

(a1, a2, ..., ak; q)n :=
k∏
j=1

(aj; q)n.

The basic hypergeometric series is defined as

rφs(a1, a2, ..., ar; b1, b2, ..., bs; q, z) =
∞∑
n=0

(a1, a2, ..., ar; q)n
(q, b1, b2, ..., bs; q)n

zn(−q
n−1
2 )n(s+1−r). (1.6)

In formula (2.7) we use a particulary case of (1.6) which is

1φ0(a;−; q, z) =
∞∑
n=0

(a; q)n
(q, q)n

zn (z ∈ D).

1.2.2 General properties of orthogonal polynomials

In this section we mention some basic result for polynomials Pn(x). Throughout the

thesis when referring to a continuous Riemann integrable function w satisfying w(x) > 0

for x ∈ (a, b), it will be assumed that
b∫

a

xnw(x)dx <∞ (n = 0, 1, 2, ...).

Lemma 1.21 [34, Chihara, p. 2] Let Pn(x) be an arbitrary real polynomial of degree

n and w(x) be continuous and positive function on (a, b). The functional defined by

µ(Pn(x)) =

b∫
a

Pn(x)w(x)dx

on the space of real polynomials (i.e. polynomials with real coefficients) is linear.
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Definition 1.20 An inner product 〈·, ·〉 is a bilinear function of elements of a vector

space, if for every f, g ∈ V that satisfies the axioms:

1. 〈f, f〉 ≥ 0 with equality if and only if f ≡ 0;

2. 〈f, g〉 = 〈g, f〉;

3. 〈f + g, h〉 = 〈f, h〉+ 〈g, h〉;

4. 〈αf, g〉 = α〈f, g〉 for any scalar α ∈ R.

Definition 1.21 [117, Rainville, p. 150] In the space of real polynomials define 〈·, ·〉
for the functional µ, by

〈Pn(x), Pm(x)〉 = µ(Pn(x)Pm(x)),

where Pn(x) and Pm(x) are arbitrary real polynomials of degree m and n, respectively

and x ∈ R.

Lemma 1.22 [2, Akhiezer, p. 2] The product 〈·, ·〉 is an inner product on the space of

real polynomials of real variable.

With the inner product established it follows by application of the Grama - Schmidt

process that there is a set of polynomials {Pn(x)}∞n=0 where Pn(x) has degree n (n =

0, 1, 2, ...), such that

〈Pn(x), Pm(x)〉 = δnm.

Definition 1.22 [117, Rainville, p. 148] Let Pn(x) denote the real polynomial of degree

n. A set of polynomials {Pn(x)}∞n=0 satisfying

〈Pn(x), Pm(x)〉 = hnδnm

where hn > 0 and 〈·, ·〉 is generated by w(x) > 0, is called a set of orthogonal polyno-

mials with respect to the weight function w(x).

In the general case of an orthogonal polynomials set, it is not necessary to assume

hn > 0. However, the most interesting work has been done under that assumption,

this assumption is entailed by the choice w(x) > 0.

Definition 1.23 [34, Chihara, p. 7] In the case where hn = 1 the polynomials Pn(x)

are said to be orthonormal.

Definition 1.24 [34, Chihara, p. 10] In the case where the leading coefficient of each

polynomials in a set of orthogonal polynomials is 1, the polynomials are referred to as

monic orthogonal polynomials.
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Definition 1.25 [117, Rainville, p. 147] If {Pn(x)}∞n=0 is a set of polynomials such

that Pn(x) has degree n, for each n = 0, 1, 2, ..., then {Pn(x)}∞n=0 is called a simple set.

An equivalent and useful form of the orthogonality relation can be introduced as follows.

Theorem 1.23 [117, Rainville, p. 148] Let {Pn(x)}∞n=0 be a simple set of polynomials.

This set is an orthogonal set with respect to the weight function w(x), continuous and

positive on (a, b), if and only if it satisfies
b∫

a

Pn(x)xkw(x)dx = 0 (k = 0, 1, 2, ..., n− 1),

or, using the inner product

〈Pn(x), xk〉 = 0 (k = 0, 1, 2, ..., n− 1).

Orthogonal polynomials satisfy several useful identities, one of which is the three-term

recurrence relation.

Theorem 1.24 [9, Andrews, p. 244] Let {Pn(x)}∞n=0 be a set of orthogonal polynomials

corresponding to the functional µ (or the weight function w(x) which generates µ), and

let kn be the leading coefficient of Pn(x). Then, there exist real sequences {an}∞n=0,

{bn}∞n=0 and {cn}∞n=0, such that for n ≥ 1 the three-term recurrence relation

P−1(x) = 0,

P0(x) = k0,

Pn+1(x) = (anx+ bn)Pn(x)− cnPn−1(x),

holds. Here anan−1cn > 0 for n = 0, 1, 2, ..., and if hn is as in Definition 1.22 then

an =
kn+1

kn
, cn+1 =

an+1

an

hn+1

hn
.

Definition 1.26 [34, Chihara, p. 21] The sequences of orthogonal polynomials are

symmetric if Pn(x) = (−1)nPn(−x) for all n or that bn in Theorem 1.24 are all zero.

In the modern theory the following are referred to as the classical orthogonal polyno-

mials: Hermite polynomials, Laguerre polynomials, Jacobi or hypergeometric polyno-

mials. The classical orthogonal polynomials can be defined [34] as those orthogonal

polynomials satisfying the properties

1. {P ′n(x)} is a system of orthogonal polynomials,

2. y(x) = Pn(x) satisfies differential equation of the form

A(x)y′′ +B(x)y′ + λny = 0,

where A(x) and B(x) are independent of n, and λn is independent of x,
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3. Pn(x) satisfy a generalized Rodrigues’ Formula

Pn(x) =
1

Knw(x)

dn

dxn
(w(x)Xn),

where Kn is a constant and X is a polynomials in x, whose coefficients are

independent of n.

However, in recent times there have been a number of families that satisfy these con-

ditions, but are not called classical. It is an interesting problem to compute of new

orthogonal polynomials out of old ones. If the measure of the new orthogonal polyno-

mials is the measure of the old ones multiplied by a rational function, one talks about

modified orthogonal polynomials.

1.2.3 Meixner - Pollaczek polynomials

The Chapter 5. of this thesis is mainly concerned about the Meixner - Pollaczek

polynomials. These are the polynomials first discovered by Meixner [99] and are known

in the literature as the Meixner polynomials of the second kind (see Chihara [34]).

These polynomials were later studied by Pollaczek [112]. The Meixner - Pollaczek

polynomials are denoted by p
(λ)
n (x, φ), and have a hypergeometric representation

p(λ)
n (x, φ) =

(2λ)n
n!

einθ 2F1(−n, λ+ ix, 2λ; 1− e−2iφ) (λ > 0, 0 < φ < π).

The polynomials p
(λ)
n (x, φ) are completely described by the recurrence formula

p
(λ)
−1(x, φ) = 0, p

(λ)
0 (x, φ) = 1,

(n+ 1)p
(λ)
n+1(x, φ)− 2[x sinφ+ (n+ λ) cosφ]p

(λ)
n (x, φ)

+ (n+ 2λ− 1)p
(λ)
n−1(x, φ) = 0 (n ≥ 1),

and are represented by generating function

(1− eiφt)−λ+ix(1− e−iφt)−λ−ix =
∞∑
n=0

p(λ)
n (x, φ)tn.

Some of the main properties of these polynomials are presented by Erdélyi et al. [45],

Chihara [34], Askey and Wilson [11], and in the report by Koekoek and Swarttouw

[83]. Detailed analysis with applications of these polynomials are also made by several

others. Asymptotic properties of these polynomials and their zeros are studied by Li

and Wong [92]. The connection between the Heisenberg algebra and Meixner-Polaczek

polynomials were studied by Bender, Mead and Pinsky [13] and Koornwinder [85].

The combinatorial interpretation of the linearization coefficients was discussed by Zeng

[159]. The interpretation of the Meixner - Pollaczek polynomials as overlap coefficients

in the positive discrete series representation of the Lie algebra were discussed by Koelink

and Van der Jeught [84].
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1.2.4 Chebyshev polynomials of the first and second kind

The impact of the work russian mathematician P. L. Chebyshev (1821-1894) and his

studen Markov has already been describe by Krein [87]. A few particular orthogonal

polynomials were known before Chebyschev. It was Chebyshev who saw the possi-

blity of a general theory and its applications. His work arose out of the theory of

least squares approximation and probability. He discovered the discrete analogue of

the Jacobi polynomials but their importance was not recognized until 20th century.

They were rediscovered by Hahn and named after him upon their rediscovered. Nowa-

days the notion of Chebyshev polynomials is well known. The sequence of polynomi-

als {Tn(x)}∞n=0 appearing in approximation theory [118], geometry [57], combinatorics

[130], number theory, statistics, numerical integration ([49], [102]), and differential

equations (Rivlin [120] gives numerous examples). Several generalizations have been

found and investigated, see e.g. [136,155].

For easy reference, let us first state the definitions and basic properties of Chebyshev

polynomials.

Definition 1.27 [98, Mason, p. 2] The Chebyshev polynomials of the first kind are

defined on the interval [−1, 1] by

T0(x) = 1,

T1(x) = x,

Tn(x) = 2xTn−1(x)− Tn−2(x) (n ≥ 2).

The first few Tn(x) polynomials are

T0(x) = 1,

T1(x) = x,

T2(x) = 2x2 − 1,

T3(x) = 4x3 − 3x,

T4(x) = 8x4 − 8x2 + 1,

T5(x) = 16x5 − 20x3 + 5x.

The most widely used definition of Chebyshev polynomials can be given by the following

formula:

Tn(cos (x)) = cos (nx) (n = 0, 1, ...).

This definition is useful for calculations with Chebyshev polynomials.

If we define the inner product using the interval [−1, 1] and weight function

w(x) = (1− x2)−
1
2 ,

then we find that the first kind Chebyshev polynomials satisfy

〈Ti, Tj〉 =

1∫
−1

Ti(x)Tj(x)√
1− x2

dx =

π∫
0

cos (iθ) cos (jθ)dθ.
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Hence

〈Ti, Tj〉 = 0 (i 6= j),

and {Ti(x), i = 0, 1, ...} forms an orthogonal polynomials systems on [−1, 1] with re-

spect to the given weight (1− x2)−
1
2 .

The norm of Ti is given by

||Ti||2 = 〈Ti, Ti〉 =

π∫
0

(cos iθ)2dθ =
1

2

π∫
0

(1 + cos 2iθ)dθ

=
1

2

[
θ +

sin 2iθ

2i

]π
0

=
1

2
π (i 6= 0),

while

||T0||2 = 〈T0, T0〉 = 〈1, 1〉 = π.

Definition 1.28 [98, Mason, p. 4] The Chebyshev polynomials of the second kind are

defined by

U0(x) = 1,

U1(x) = 2x,

Un(x) = 2xUn−1(x)− Un−2(x) (n ≥ 2).

The first few Un(x) polynomials are

U0(x) = 1,

U1(x) = 2x,

U2(x) = 4x2 − 1,

U3(x) = 8x3 − 4x,

U4(x) = 16x4 − 12x2 + 1,

U5(x) = 32x5 − 32x3 + 6x.

Another definition of Chebyshev polynomials of the second kind is given by the follow-

ing formula

Un(x) = sin (n+ 1)θ/ sin θ when x = cos θ (n = 0, 1, 2, ...).

The second kind Chebyshev polynomials form also orthogonal systems on [−1, 1], with

respect to the weight functions w(x) = (1− x2)
1
2 .

The normalization of Ui is given by

〈Ui, Ui〉 = ||Ui||2 =

π∫
0

sin2 (i+ 1)θdθ =
1

2
π.

Now we recall here the differential equations, differentiation formulae and generating

functions for Chebyshev polynomials of the first and second kind.

(1− x2)T ′′n (x)− xT ′n(x) + n2Tn(x) = 0,

(1− x2)U ′′n(x)− 3xU ′n(x) + n(n+ 2)Un(x) = 0,
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(
(1− x2)

d

dx
+ nx

)
Tn(x) = nTn−1(x),(

(1− x2)
d

dx
+ nx

)
Un(x) = (n+ 1)Un−1(x),

1− xt
1− 2xt+ t2

=
∞∑
n=0

Tn(x)tn,

1

1− 2xt+ t2
=

∞∑
n=0

Un(x)tn.

The Chebyshev polynomials generate many fundamental sequences, including the con-

stant sequences, the sequence of integers, and the Fibonacci numbers.



Chapter 2

Generalized Koebe function

The Koebe function is the heart of the thesis because it appears so often, that a theorem

in this subject becomes very interesting if it does not use the Koebe function or some

modification of it. We will mention some of these theorems.

As early as 1916, Bieberbach discovered that the second Taylor coefficient a2 of any

function in S satisfies the inequality |a2| ≤ 2, and that equality occurs only for the

Koebe function

k(z) =
z

(1− z)2
= z +

∞∑
n=2

nzn (z ∈ D),

or its rotations e−iθk(eiθz).

Bieberbach’s results can be used to derive the growth theorem
r

(1 + r)2
≤ |f(z)| ≤ r

(1− r)2
(0 6= |z| = r < 1) (2.1)

and the distortion theorem
1− r

(1 + r)3
≤ |f ′(z)| ≤ 1 + r

(1− r)3
(0 6= |z| = r < 1) (2.2)

for f ∈ S. Again, equality in either (2.1) or (2.2) hold, if f is the Koebe function or one

of its rotations. Similary, the argument of the derivative of a function f ∈ S admits

the estimate

| arg f ′(z)| ≤ 2 log
1 + |z|
1− |z|

(z ∈ D).

This result, however, is not sharp (later on a sharp estimate was obtained).

In the light of these results, Bieberbach conjectured in 1916 that the coefficients of

each functions f ∈ S satisfy |an| ≤ n (n = 2, 3, ...), and that strict inequality holds

unless f is the Koebe function or a rotation of the Koebe function.

With the above motivation concerning the importance of Koebe function our atten-

tion in the present chapter is particulary directed to present several generalizations of

Koebe function, which can be found in literature. We begin our exposition in Section

28
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2.1 with a brief summary of some known generalization of Koebe function so that we

draw motivation for the future research. Next, in Section 2.2 we discuss in detail one

of generalizations of Koebe function, namely kp,q. We describe a geometric properties

of that function and find some its specific bound. The motivation for this research is

that kp,q function have been found to have many connections with class of typically

real functions. By considering kp,q function, we gain further insight the connection be-

tween class of univalent functions and coefficients problems as well as with orthogonal

polynomials.

2.1 Backround and motivation

Let us now turn to several generalization of Koebe functions, which can be found in

literature, for instance:

1. One of the earliest generalizations was achieved in [114, Theorem 1.5], where the

extremal functions for the elementary estimates |a2
2 − a3| ≤ 1 if f ∈ S are

f(z) =
z

(1− λz)(1− µz)
(|µ| = |λ| = 1, z ∈ D).

This estimate follows from the area theorem.

2. By virtue of the extremal function f for S∗(α), a new function of Koebe type is

considered by Eguchi and Owa in [44], namely

f(z) =
z

(1− z)k
(k ∈ R, z ∈ D).

The object of this paper was to derive radii for starlikeness of order α, and for

convexity of order α for the function of Koebe type. Using the extremal functions

for the classes of α-spiral like of order β and of α-convex like of order β, Eguchi

and Owa also consider the following function of the generalized Koebe type

f(z) =
z

(1− z)keiα
(k ∈ R, 0 ≤ α ≤ 2π, z ∈ D).

3. Another generalization of Koebe function was introduced by Kamali and Srivas-

tava [73], which is

k(z) =
z

(1− zn)b exp iα
(n ∈ N, b ∈ R,−π ≤ α ≤ π, z ∈ D).

4. Noor [108] in his work obtained the extremal function Fk defined by

Fk(z) =
1

k + 2

((
1 + k

1− z

) 1
2
k+1

− 1

)
(z ∈ D, k ≥ 2).

We also note that the function Fk is the same function as Fβ defined by equation

(2.6) in [62]. As Goodman has pointed out that this function is sometime referred

to as the generalized Koebe function.
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5. Okuyama [110] called

fβ(z) = z(1− z)−2eiβ cosβ (β ∈ (−π/2, π/2), z ∈ D)

the β-spiral Koebe function. Note that f0(z) is the Koebe function. The β-

spiral Koebe function conformally maps the unit disk onto the complement of

the β-logarithmic spiral {fβ(−e−2iβ)exp(−eiβ) (t ≤ 0)} in C.

6. In paper [134] it was considered the class M(α, λ)b for α ≥ 0, λ > 0, defined as

the class of function f ∈ A such that

Re

(
zf ′(z)

f(z)
(1− α + α(1− λ)

zf ′(z)

f(z)
) + αλ(1 +

zf ′′(z)

f ′(z)
)

)
> 0,

with the extremal function fb, that is Koebe type function

fb(z) =
z

(1− zn)b
(b ≥ 0, n = 1, 2, ...).

The authors derived sufficient conditions for starlikness of the class M(α, λ)b of

n−fold symmetric analytic functions of Koebe type, which obviously corresponds

to the familiar Koebe function when n = 1 and b = 2.

7. The family of analytic functions of the form

Ft(z) =
(1− t)z
(1− z)2

+
tz

1− z
=

z − tz2

(1− z)2
(0 ≤ t ≤ 1, z ∈ D),

was considered in [42], which for t = 0 becomes the Koebe function.

8. The definition of kα was extended for a nonzero complex number α by Yamashita

[157]

kα(z) =
1

2α

((
1 + z

1− z

)α
− 1

)
(z ∈ D).

The classical result of Hille [68] ascertains that kα is univalent in D if and only

if α 6= 0 is in the union A of the closed disks {|z + 1| ≤ 1} and {|z − 1| ≤ 1}.
Making use of a geometric properties Yamashita [157] described how kα tends to

be univalent in a whole D as α tends to each boundary point of A from outside.

9. The properties of generalized Koebe function fc(z) = 1
2c

log k′c(z), where

kc(z) =

(
1 + z

1− z

)c
− 1, (c ∈ C \ {0}),

k0(z) =
1

2
log

1 + z

1− z
,

were studied in [27] by Campbell and Pfaltzgraff. In this case for c = 1 and c = 2

we have the familiar k1(z) = z/(1− z) and k2(z) = z/(1− z)2.

10. It is well known that for every α > 1, the class Uα contains functions which are

infinitely valent in D [114], for example

f̃(z) =
1

2iγ

[(1 + z

1− z

)iγ
− 1)

]
,
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for which

f̃ ′(z) =
1

(1 + z)1−iγ(1− z)1+iγ
(γ =

√
α2 − 1).

Another example of such a function was presented in [138]

f0(z) =
1

(eit2 − eit1)i
√
α2 − 1

((
1− zeit1
1− zeit2

)i√α2−1

− 1

)
(t1 6= t2 + 2kπ), (2.3)

for which

f ′0(z) =
1

(1− zeit1)1−i
√
α2−1(1− zeit2)1+i

√
α2−1

. (2.4)

Function of the form

f(z) = z + a2z
2 + ... (z ∈ D) (2.5)

appears to be extremal for long lasting problems

max
f∈U ′α
|a3| and max

f∈U ′α
| arg f ′(z)|,

recently solved by Starkov [138, 140], who proved that the extremal function for

max |a3| is of the form (2.4) with t1 = θ, t2 = −θ, where

eiθ =

√
(3− α2) + 3i

√
α2 − 1

α
√
α2 + 3

.

Moreover, the extremal function (see [138]) f0 for max
f∈U ′α
| arg f ′(z)| is of the form

(2.3) with

t1 = π − arctan
1

α
− arctan

r

α
,

t2 = −π + arcsin
1

α
− arcsin

r

α
(r = |z| < 1, t1 6= −t2).

We see that the extremal function for max
f∈U ′α
|a3| has a special form leading to

Meixner - Pollaczek polynomials, but the extremal function for max
f∈U ′α
| arg f ′(z)|

leads to Generalized Meixner - Pollaczek polynomials, defined below. This fact

gives us motivation for the definition and study of the generalized Meixner -

Pollaczek (GMP) polynomials.

Definition 2.1 Let the Generalized Meixner - Pollaczek polynomials (GMP)

P λ
n (x; θ, ψ) of a variable x ∈ R, and parameters λ > 0, θ ∈ (0, π), ψ ∈ R

be defined by a generating function

Gλ(x; θ, ψ; z) =
1

(1− zeiθ)λ−ix(1− zeiψ)λ+ix
=
∞∑
n=0

P λ
n (x; θ, ψ)zn (z ∈ D). (2.6)
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Obviously, we have P λ
n (x; θ,−θ) = pλn(x; θ).

By the above we see that an investigation of the properties of Koebe function is

a natural problem associated to the general study of orthogonal polynomials and

we will consider this problem in Chapter 5.

11. Another generalization of the Koebe function was proposed by Gasper in [58].

Namely, observing that

k2(z) =
z

(1− z)2
= z 1F0(2,−; z),

he proposed some extension of the Löwner theory, and de Brange’s inequalities,

in which the natural extension of Koebe function is

kq(z) =
z

(1− z)(1− qz)
= z 1φ0

[
q2; q, z

]
(z ∈ D),

where −1 ≤ q ≤ 1 and 1φ0 denote basic hypergeometric series.

We propose an (p,q)-extension which is more symmetric, namely

kp,q(z) =
z

(1− pz)(1− qz)
= z 1φ0

[q2

p2
;
q

p
, pz
]
, (2.7)

where z ∈ D, −1 ≤ p, q ≤ 1. The case p = q = 1 leads to the famous standard

Koebe function therefore, we will understand the function kp,q(z) as its generalization.

Motivated essentially by the aforementioned earlier works, we aim here at study the

properties of Koebe function (2.7).

Remark 2.1 The functions

z,
z

1± z
,

z

1± z2
,

z

(1± z)2
,

z

1± z + z2

are the only nine functions which are starlike, univalent and have integer coefficients

in D, (see [55] for details). For apriopriate choice of p and q in kp,q we can get seven

of these functions.

This provides us with another motivation to study kp,q.

2.2 Properties of generalized Koebe function kp,q

In this section aside from examining the radius problem for kp,q, we consider a related

problem of examining the image of unit disc by kp,q. The generalized Koebe func-

tion also naturally leads us to define object such as generalized class of typically real

functions, which will important in our later analysis.
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2.2.1 Radius of starlikness and convexity of order α

We begin with a statement of the result concerning the radii of starlikeness of order α

and radii of convexity for the function kp,q.

Theorem 2.1 The function kp,q is α-starlike in D with

α = α(p, q) =
1

2

(
1− |p|
1 + |p|

+
1− |q|
1 + |q|

)
.

Proof. By a simple calculation, we have

zk′p,q(z)

kp,q(z)
= 1 +

pz

1− pz
+

qz

1− qz
,

Using the obvious inequalities
1− r
1 + r

≤ Re
1 + z

1− z
≤ 1 + r

1− r
(|z| = r < 1),

we find that

Re
zk′p,q(z)

kp,q(z)
=

1

2
Re

1 + pz

1− pz
+

1

2
Re

1 + qz

1− qz
≥ 1

2

1− |p|
1 + |p|

+
1

2

1− |q|
1 + |q|

.

�

The class S∗(1
2
) is particulary important. Marx [97] and Strohäcker [145] proved

that if f(z) maps D onto a convex domain, then f(z) ∈ S∗(1
2
). Later, Gabriel [56]

showed that the functions of the class S∗(1
2
) played an important role in the solution

of certain differential equations. For |pq| = 1 the function kp,q is 1/2-starlike in D, and

according to result of Silverman [131] we have the following.

Remark 2.2 For |pq| = 1 we have∣∣∣∣(1 + zk′′p,q(z)/k′p,q(z)

zk′p,q/k
′
p,q(z)

)
− 1

∣∣∣∣ ≤ 1 (|z| < (2
√

3− 3)1/2).

The result is sharp.

Lemma 2.2 Let −1 ≤ p, q ≤ 1, |pq| 6= 1. The function kp,q is convex of order α in D
for α < α(p, q), where

α(p, q) =
2(1− |pq|)

(1 + |p|)(1 + |q|)
− 1 + |pq|

1− |pq|
.

Proof. We note that

1 +
zk′′p,q(z)

k′p,q(z)
=

1 + pz

1− pz
+

1 + qz

1− qz
− 1 + pqz2

1− pqz2
,

hence, applying
1− r
1 + r

≤ Re
1 + z

1− z
≤ 1 + r

1− r
(|z| = r < 1),

we find that

Re

(
1 +

zk′′p,q(z)

k′p,q(z)

)
≥ 1− |p|

1 + |p|
+

1− |q|
1 + |q|

− 1 + |p||q|
1− |p||q|

.
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The function is convex of order α, if the inequality

1− |p|
1 + |p|

+
1− |q|
1 + |q|

− 1 + |p||q|
1− |p||q|

> α

holds, it means if α < α(p, q), where

α(p, q) =
2(1− |pq|)

(1 + |p|)(1 + |q|)
− 1 + |pq|

1− |pq|
.

Since the right hand side is less than 1, the assertion follows. �

Corollary 2.3 The function kp,q(z) is convex of order α = −1
2

in D for (p, q) ∈ Ω1∪Ω2,

where Ω1 = {|p| <
√

17− 4, |q| < 1}, and

Ω2 =

{
√

17− 4 < |p| < 1, |q| <
(1 + |p|)

√
9|p|2 + 58|p|+ 1− 3|p|2 − 12|p| − 1

2|p|(3− |p|)

}
.

Theorem 2.4 [100, Miller] Assume that f ∈ A, f ′(0) 6= 0, and that it satisfies

Re

(
1 +

zf ′′(z)

f ′(z)

)
> −1

2
(z ∈ D).

If g ≺ f, then

L[g] ≺ L[f ],

where

L[f ](z) =
2

z

z∫
0

f(t)dt

is the Libera operator [90].

If f(z) = a0 + a1z + a2z
2 + ..., then we have

L[f ](z) =
2

z

z∫
0

f(t)dt =
∞∑
n=0

2an
n+ 1

zn

= f(z) ∗
(

2

z
log

1

1− z

)
.

Theorem 2.5 Let (p, q) ∈ Ω1 ∪ Ω2, where Ω1, Ω2 are given in Corrolary 2.3, and

f ∈ A, then

f ≺ kp,q(z)⇒ L[f ] ≺ L[kp,q(z)]. (2.8)

Proof. Applying Corollary 2.3 and Theorem 2.4 we get (2.8). �

2.2.2 Image of unit disc by kp,q

Now, we give a geometric characterization for kp,q function.

The function kp,q

kp,q(z) =
z

(1− pz)(1− qz)
=

1

2(p+ q)

[
(1 + pz)(1 + qz)

(1− pz)(1− qz)
− 1

]
(z ∈ D)
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maps the unit disk onto a domain symmetric with respect to real axis. Indeed, the

functions for the cases p = q = −1, as well as p = q = 1 map the unit disk onto

the complex plane without the slit (−∞,−1/4] along the real axis, and slit [1/4,∞),

respectively. When p or q are zero, we get the function kp,0(z) = z/(1− pz) that maps

the unit disk onto a disk, which becomes the halfplane in the limiting cases p = ±1.

The case q = p leads to the function kp,p(z) = z/(1 − pz)2 that maps the unit disk

onto the ordinary Pascal snail (scaling in the direction of the imaginary axis by some

factor) which starts from the disk (small p), through dimpled cardioid that becomes

a plane with the single slit in the limiting cases p → ±1. The other special case

kp,−p(z) = z/(1− p2z2) maps the unit disk onto the Cassini oval which in the limiting

cases p → ±1 reduces to the plane with two disjunctive slits from i/2, and −i/2 to

infinity.

Consider now the cases p, q 6= ±1. Let

hp,q(z) =
(1− pz)(1− qz)

z
.

It is easy to find that hp,q maps the unit disk onto the interior of the ellipse

E =

{
w = u+ iv :

(u+ (p+ q))2

(1 + pq)2
+

v2

(1− pq)2
= 1

}
,

that has a center at (−(p + q), 0), eccentricity ε = 2
√
|pq|/(1 + pq) (pq 6= −1), and

intersects the real axis at the points ((1−p)(1− q), 0), (−(1 +p)(1 + q), 0). The inverse

transformation T (w) = 1/w maps the ellipse onto the curve

E ′ =
{
u+ iv :

(u+ (p+ q)(u2 + v2))2

(1 + pq)2
+

v2

(1− pq)2
= (u2 + v2)2

}
,

known as Pascal snail (limaçon of Pascal).

In the case when one of the parameter p or q is zero, say q = 0, the curve E ′ is the

circle with the center at S = (p/(1 − p2), 0) and the radius R = 1/(1 − p2). In the

other special case, when p + q = 0, we obtain the hippopede (u2 + v2)2 = cu2 + dv2,

with c = 1/(1 + pq)2, d = 1/(1− pq)2, that is the bicircular rational algebraic curve of

degree 4, symmetric with respect to both axes. When d > 0 (that is our case) such a

curve is known as an elliptic leminiscate of Booth. For the case |p+ q| = 1 the Pascal

snail is the conchoid of the circle, known also as a cardioid. For no case the hippopede

is the Bernoulli leminiscate because it corresponds the case d = −c.
The equation of Pascal snail can be also transformed onto a form[
u2 + v2 − p+ q

(1− p2)(1− q2)
u

]2

=
1

(1− p2)(1− q2)

(
u2 +

(1 + pq)2

(1− pq)2
v2

)
. (2.9)

Below, we present some images of the unit disk by kp,q, for some special choice of

the parameters.
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Fig. 2.1. The images of the unit disk by kp,q for p+ q = 0.

-0.5 0.5 1.0 1.5 2.0 2.5 3.0

-2

-1

1

2

-2.5-2.0-1.5-1.0-0.5 0.5

-2

-1

1

2

-0.5 0.5 1.0 1.5 2.0 2.5

-1.5

-1.0

-0.5

0.5

1.0

1.5

Fig. 2.2. The images of the unit disk by kp,q for p+ q = 1; p+ q < 1; p+ q > 1.

The special case of the Pascal snail, it means an elliptic lemniscate (named later

Booth lemniscate), was a topic of investigation by Booth [17–20], apparently given this

name by Loria [93]. It has many interesting applications, for example, in mechani-

cal linkages [161] and fluid physics [119]. It also appears in a solid geometry as an

intersection of a plane with a spindle torus, or with Fresnel’s elasticity surface [146].

We remain also, that in the case q = 1/p and p ∈ (0, 1), the function kp,q maps the

unit disk onto a complement of the interval [−p/(1− p)2,−p/(1 + p)2] on the negative

axis. In the family S(p) of meromorphic univalent functions with the normalization

f(0) = 0, f ′(0) = 1, and f(p) =∞ the function

kp, 1
p

=
z(

1− 1
p
z
)

(1− pz)

plays role of the Koebe functions. For example, Jenkins [72] showed that, if f ∈ S(p)

is of the form (1.1), and

kp,1/p(z) = z +
∞∑
n=2

Anz
n (|z| < p),

then |an| ≤ An for any n ≥ 2. Fenchel [46] solved the minimum modulus problem and

showed that

min
|z|→r
|f(z)| ≥ |kp,1/p(−r)| for all f ∈ S(p).

However, when q = 1/p and p ∈ (0, 1), we get q > 1 so that, this case is outside the

considered interval.
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2.2.3 Some extremal problems

Now, we discuss some particular properties of kp,q. By the properties of the ellipse E it

is easy to see that the points of the intersection with the real axis are
(
− 1

(1+p)(1+q)
, 0
)

and
(

1
(1−p)(1−q) , 0

)
. Therefore we may expect that they are realize min and max of the

real part. Although, as we can see on Fig. 2.1. and Fig. 2.2. this is not the case.

Proposition 2.6 Let −1 < p, q < 1. The values of max
0≤t≤2π

Re kp,q(e
it), min

0≤t≤2π
Re kp,q(e

it),

are the following

max
0≤t≤2π

Re kp,q(e
it) =



1

1− p
for q = 0,

1

1− q
for p = 0,

(1 + pq)2

2(1− pq)[2
√
pq(1− p2)(1− q2)− (p+ q)(1− pq)]

for (p, q) ∈ B2,

1
(1−p)(1−q) otherwise,

min
0≤t≤2π

Re kp,q(e
it) =



−1

1 + p
for q = 0,

−1

1 + q
for p = 0,

−(1 + pq)2

2(1− pq)[2
√
pq(1− p2)(1− q2) + (p+ q)(1− pq)]

for (p, q) ∈ B1,

−1

(1 + p)(1 + q)
otherwise,

where

B1 = {0 < p < 1, q1(p) < q < 1} , B2 = {−1 < p < 0, −1 < q < q2(p)} ,

with

q1(p) =
(1 + p)

√
p2 + 14p+ 1− (p2 + 6p+ 1)

2p(1− p)
,

q2(p) =
(1− p)

√
p2 − 14p+ 1− p2 + 6p− 1

2p(1 + p)
.

Proof. Observe that

Re kp,q(e
it) =

−(p+ q) + (1 + pq) cos t

(1− 2p cos t+ p2)(1− 2q cos t+ q2)
=: R(t),

so that the extremes of Re kp,q(e
it) are located at the zeros of the derivative of R with

respect to t. By the symmetry, we restrict our consideration to the interval t ∈ [0, π].

The equation R′(t) = 0 is equivalent to the equation

sin t
{

4pq(1 + pq) cos2 t− 8pq(p+ q) cos t+ (1 + pq)
[
(p+ q)2 − (1− pq)2

]}
= 0,

therefore the obvious critical points are t = 0, t = π and the solutions of the equation

4pq(1 + pq) cos2 t− 8pq(p+ q) cos t+ (1 + pq)
[
(p+ q)2 − (1− pq)2

]
= 0. (2.10)
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If p or q are zero, say q = 0, then the only critical points remain t = 0 or t = π.

For such t we have Re kp,q(e
it) = 1/(1− p) and −1/(1 + p), respectively, and these are

the extremes.

Set

Rπ = R(π) =
−1

(1 + p)(1 + q)
, R0 = R(0) =

1

(1− p)(1− q)
.

Denote the polynomial (2.10) by V (t), and assume now, pq 6= 0. Then V is a

nondegenerate quadratic polynomial with the discriminant ∆ = 16pq(1−p2)(1−q2)(1−
pq)2 which is negative for pq < 0, and positive when pq > 0. In the first case (pq < 0)

we are going back to the critical points t = 0 or t = π, and for such t we obtain

max Re kp,q(e
it) = R0, and min Re kp,q(e

it) = Rπ, respectively. In the second case

(when pq > 0), there are two roots of V . We have to check that they satisfy the

condition | cos t| ≤ 1. The roots of V have the form

cos t1,2 =
p+ q

1 + pq
± 1− pq

2(1 + pq)

√
(1− p2)(1− q2)

pq
, (2.11)

and let t1 corresponds to the expression with the minus sign, while t2 with the plus

sign inside. Denote

q1(p) =
(1 + p)

√
p2 + 14p+ 1− (p2 + 6p+ 1)

2p(1− p)
,

q2(p) =
(1− p)

√
p2 − 14p+ 1− p2 + 6p− 1

2p(1 + p)
,

and

B1 = {0 < p < 1, q1(p) < q < 1} , B2 = {−1 < p < 0, −1 < q < q2(p)} .

Then a condition | cos t1,2| < 1 holds, if (p, q) ∈ B1 ∪ B2, cos t1 = −1 for q = q1(p),

p ∈ (0, 1), and cos t2 = 1 for q = q2(p), p ∈ (−1, 0), see Fig 2.3.

B1

B2
q2

q1

-1.0 -0.5 0.5 1.0

-1.0

-0.5

0.5

1.0

Fig. 2.3. The range of the parameters p, q for Re kp,q.
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Assume now (p, q) ∈ B1. Then there exists a single t1 ∈ (0, π), given by (2.11),

such that V (t1) = 0. The value of Re kp,q(e
it) at t1 is

R1 = R(t1) =
−(1 + pq)2

2(1− pq)[2
√
pq(1− p2)(1− q2) + (p+ q)(1− pq)]

,

and R1 < Rπ < 0, R0 > 0. Therefore, max Re kp,q(e
it) is R0, and min Re kp,q(e

it) = R1.

If (p, q) ∈ B2, then V (t2) = 0, and

R2 = R(t2) =
(1 + pq)2

2(1− pq)[2
√
pq(1− p2)(1− q2)− (p+ q)(1− pq)]

.

In that case we have R2 > R0 > 0, Rπ < 0, so that max Re kp,q(e
it) = R2, and

min Rekp,q(e
it) = Rπ.

For 0 < p < 1, q = q1(p), and −1 < p < 0, q = q2(p) the values at the critical

points are R0, and Rπ, thus then max Re kp,q(e
it) = R0, and min Re kp,q(e

it) = Rπ. In

conclusion the thesis follows. �

Proposition 2.7 Let −1 < p, q < 1. Then, for |z| = r < 1
r

(1 + |p|r)(1 + |q|r)
≤ |kp,q(z)| ≤ r

(1− |p|r)(1− |q|r)
,

and
1

(1 + |p|)(1 + |q|)
≤ |kp,q(eit)| ≤

1

(1− |p|)(1− |q|)
.

Proof. The proof is obvious by well known modulus properties. �

Remark 2.3 By the above Proposition we see that kp,q(D) contains at least a disk of

a radius
1

(1 + |p|)(1 + |q|)
.

Proposition 2.8 Let −1 < p, q < 1. Then we have

max
0≤t≤2π

∣∣Im kp,q(e
it)
∣∣ =



1

1− p2
for q = 0,

1

1− q2
for p = 0,

1− p2

(1 + p2)2
for p ∈ [1−

√
2,
√

2− 1] \ {0}, q = −p,
1

4|p|
for p ∈ (−1, 1−

√
2) ∪ (

√
2− 1, 1), q = −p,

Φ(t0) for (p, q) ∈ l1 ∪ l2,
Φ(t1) q > −p,
Φ(t2) q < −p,

where

l1 =

{
p ∈ (−1,

√
3− 2], q(p) =

−4p−
√
−1 + 14p2 − p4

1 + p2

}
,

l2 =

{
p ∈ [2−

√
3, 1), q(p) =

−4p+
√
−1 + 14p2 − p4

1 + p2

}
,
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Φ(t) is a function given by the equality

Φ(t) =
(1 + pq) sin t

(1− 2p cos t+ p2)(1− 2q cos t+ q2)
,

t0 is a given by the equation

cos t = − 3

√
(p+ q)(1 + pq)

2pq
,

and t1, t2 are the solutions of the equation

−4pq cos3 t+ [8pq + (1 + p2)(1 + q2)] cos t− 2(p+ q)(1 + pq) = 0,

from the interval (0, π/2), and (π/2, π), respectively. Moreover

|Φ(t)| ≤ 1 + pq

(1− |p|)2(1− |q|)2
(−1 < p, q < 1).

Proof. We note that Im kp,q(e
it) equals

Im kp,q(e
it) =

(1 + pq) sin t

(1− 2p cos t+ p2)(1− 2q cos t+ q2)
=: Φ(t),

so that may be estimated by

|Φ(t)| ≤ 1 + pq

(1− |p|)2(1− |q|)2
.

However, in some special cases we can get better bounds. The maximum of Φ(t) is

attained at the point in which

−4pq cos3 t+ [8pq + (1 + p2)(1 + q2)] cos t− 2(p+ q)(1 + pq) = 0.

Let the above polynomial be denoted by W (t). Without loss of generality, we restrict

our consideration to the interval t ∈ [0, π]. The roots of the polynomial W may be

found directly by the well known Cardano method, but they have a very complicated

form, therefore we describe its locations.

In the case, when pq = 0, say q = 0, we immediately have

max
0≤t≤2π

∣∣Im kp,q(e
it)
∣∣ =

1

1− p2
.

Hence, in the sequel, we assume pq 6= 0.

We note that

W (0) = (1 + pq − p− q)2 > 0,

and

W (π) = −(1 + pq + p+ q)2 < 0,

therefore exist one or three zeros of W in (0, π). Set

q3(p) =
−4p−

√
−1 + 14p2 − p4

1 + p2
, q4(p) =

−4p+
√
−1 + 14p2 − p4

1 + p2
,

and

l1 =
{
p ∈ (−1,

√
3− 2], q = q3(p)

}
, l2 =

{
p ∈ [2−

√
3, 1), q = q4(p)

}
.

Also, let D1, D2, . . . , D10 denote the sets from the Fig. 2.4.
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Fig. 2.4. The range of the parameters p, q for max |Im kp,q(e
it)|.

For the case q = −p we have W (π/2) = 0 (this case correspond to a domain

kp,q(D) which is symmetric with respect to both axes, cf. (2.9)). Moreover, when

p ∈ (−1, 1 −
√

2) ∪ (
√

2 − 1, 1), and q = −p there are additional zeros t1, t2 of W ,

satisfying

cos2 t = 1− (1 + p)2(1− p)2

4p2
.

At such points Φ achieves its maximum that equals Φ(t1,2) = 1/(4|p|). For p ∈ [1 −
√

2,
√

2− 1] \ {0} and q = −p, the function Φ(t) attains its maximum at t = π/2, that

equals (1− p2)/(1 + p2)2.

Assume now q 6= −p. We have

8pq + (1 + p2)(1 + q2) > 0 for (p, q) ∈ D1 ∪D2 ∪ ... ∪D6,

8pq + (1 + p2)(1 + q2) < 0 for (p, q) ∈ D7 ∪ ... ∪D10,

8pq + (1 + p2)(1 + q2) = 0 for (p, q) ∈ l1 ∪ l2.
In the case, when (p, q) ∈ l1 ∪ l2 there exist t0, such that W (t0) = 0, given by the

equation

−4pq cos3 t− 2(p+ q)(1 + pq) = 0.

When p + q > 0 then t0 ∈ (0, π/2), and when p + q < 0 then t0 ∈ (π/2, π), and Φ(t0)

attains its maximum.

Let now (p, q) ∈ D2 ∪ ... ∪D6. The sign of the derivative

W ′(t) = sin t
{

12pq cos2 t− [8pq + (1 + p2)(1 + q2)]
}

depends only on the second factor of the product, since sin t > 0 on (0, π). The equation

12pq cos2 t− [8pq + (1 + p2)(1 + q2)] = 0,

has no solution t ∈ (0, π) for (p, q) ∈ D2 ∪ ... ∪D6 since a left hand side of the above

equation is negative in the entire interval (0, π). Therefore W ′ < 0 on (0, π), so that

W decreases in (0, π), and we conclude that there exists the only zero t0 ∈ (0, π)

in which Φ attains its maximum. If q > −p, then t0 ∈ (0, π/2), and if q < −p
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then t0 ∈ (π/2, π). Hence, for (p, q) ∈ D2 ∪ D6 we have t0 ∈ (0, π/2), and when

(p, q) ∈ D3 ∪D5 t0 ∈ (π/2, π).

Now, set x = cos t, and w(x) = W (cos t). We discus the signs of coefficients of

the polynomial w, in order to describe the location of its zeros. In the case, when

(p, q) ∈ D1 the sequence of the sign of the coefficients of the polynomial w is (−,+,−),

and for w(−x) is (+,−,−). Therefore, by the classical rule of Descartes-Harriot, there

are at most two positive and one negative root x. Since w(−1) < 0, w(0) < 0 and

w(1) > 0 the root x ∈ (0, 1), so that there exists single t0 ∈ (0, π/2) in which Φ attains

its maximum.

Similar situation holds, when (p, q) ∈ D4. Then the signs of the coefficients of the

polynomial w(x) are (−,+,+) and (−x) are (+,−,+). By the fact that w(−1) <

0, w(0) > 0 and w(1) > 0 the root x ∈ (−1, 0), thus there is t0 ∈ (π/2, π) in which Φ

attains its maximum.

For (p, q) ∈ D7∪ ...∪D10 the an analysis of a behavior of a polynomial w (by using

Descartes-Harriot method of signs of coefficients) indicates that there are three roots

t1, t2, t3 of a polynomial W . In t1 ∈ (0, π/2), t3 ∈ (π/2, π) a function Φ attains its

maxima and a minimum at t2.

Reassuming, we obtain the thesis. �



Chapter 3

Polynomials connected with T p,q

class of functions

The classical Chebyshev polynomials of the first and second kind have been known

since the late 18th century, when was defined using de Moivre’s formula by Chebyshev

[31]. In the study of differential equations they arise as the solution to the Chebyshev

differential equations

(1− x2)y′′ − xy′ + n2y = 0,

and

(1− x2)y′′ − 3xy′ + n(n+ 2)y = 0,

for the polynomials of the first and second kind, respectively. They are the special cases

of the Sturm–Liouville differential equation. Two properties of Chebyshev polynomials

make them exceptionally suitable for approximations: monic Chebyshev polynomials

minimize all norms among monic polynomials of a given degre, and satisfy discrete

orthogonality relation. Based on these properties they are widely used in many areas

of numerical analysis; uniform approximation, least-squares approximation, numerical

solution of ordinary and partial differential equations, and so on. Therefore several its

extensions occur, see Akhiezer [3], [4], and Akhiezer and Tomčuk [5], Tomčuk [152],

Ismail [70], Peherstorfer [111] and many others. The Chebyshev polynomials are or-

thogonal not only as polynomials in real variable but also as polynomials in a complex

variable z on elliptical contours and domains of the complex plane (the foci of the

ellipses being ±1). This property is exploited in fields that rely on complex variable

techniques. Later on polynomials which are not fully in agreement with orthogonal

polynomials, hence called the (generalized) Chebyshev type polynomials appeared, see

for example Peherstorfer [111]. The Chebyshev type polynomials satisfy similar ex-

tremal properties to the classical Chebyshev polynomials on [−1, 1]. The extremal

polynomials also have the property that they are orthogonal with respect to some

43
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weight function. For other generalization the reader is referred to [30]. Some of gener-

alized Chebyshev type polynomials are associated with generalized Koebe function, as

was observed in [148].

In this chapter, we will explore the sequences of polynomials of the generalized

Chebyshev polynomial of the second kind Un(p, q; eiθ) and of the first kind Tn(p, q; eiθ).

Each of these sequences is useful in applications for a particular reason. The Chebyshev

polynomials of second kind are defined by the fact its connections with the generalized

typically real functions; similarly as was in the classical case. The coefficient problem

for generalized typically real functions provides one motivation to study properties of

Chebyshev polynomials. Another motivation for the present body of work is discussed

in great detail in Section 3.3. This chapter highlights the connections between this two

types of orthogonal polynomials. Thus, we start with several explicit expressions for

these polynomials. The obtained results for p = q = 1 give the corresponding ones for

Chebyschev polynomials of the first and second kind.

3.1 Basic properties of Un(p, q, e
iθ) and Tn(p, q; e

iθ)

First we concentrate on a clear presentation of some properties of the polynomials

Un(p, q; eiθ). The polynomials Un(p, q; eiθ) appear by its connection with the class of

generalized typically real functions in Chapter 4.

Definition 3.1 Let θ ∈ [0, 2π],−1 ≤ p, q ≤ 1. The generalized Chebyshev polynomials

of the second kind Un(p, q; eiθ) are defined by

Ψ(p,q)(eiθ; z) =
1

(1− pzeiθ)(1− qze−iθ)

=
∞∑
n=0

Un(p, q; eiθ)zn (z ∈ D),
(3.1)

where θ ∈ [0, 2π],−1 ≤ p, q ≤ 1, or by an explicit formulas

U0(p, q; eiθ) = 1,

U1(p, q; eiθ) = peiθ + qe−iθ,

Un(p, q; eiθ) =
pn+1ei(n+1)θ − qn+1e−i(n+1)θ

peiθ − qe−iθ
(n ≥ 2).

(3.2)

Remark 3.1 We observe moreover, that the polynomials Un(p, q; eiθ) can be expressed

via classical Chebyshev polynomials of the second kind Un(x), where the variable x is

now complex and have special form. Indeed, putting in the generating function (3.1) the

value
z
√
pq
, pq 6= 0 instead of z, and comparing the result with the generating function

for Un(x) we conclude that

Un(p, q; eiθ) = (
√
pq)nUn

(
peiθ + qe−iθ

2
√
pq

)
(pq 6= 0).
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It can be easily seen that, if θ ∈ [0, 2π], then the function

ω(θ) =
peiθ + qe−iθ

2
√
pq

describes an ellipse E with semi-axes: a =
∣∣∣ (p+q)2
√
pq

∣∣∣ and b =
∣∣∣ (p−q)2
√
pq

∣∣∣.
Definition 3.2 Let θ ∈ [0, 2π],−1 ≤ p, q ≤ 1. The generalized Chebyshev polynomials

of the first kind are defined by

Tn(p, q; eiθ) =
1

2
(pneinθ + qne−inθ) (n = 0, 1, ...), (3.3)

where θ ∈ [0, 2π], −1 ≤ p, q ≤ 1.

Remark 3.2 For p = q = 1 and θ ∈ [0, 2π] the polynomials Tn(p, q; eiθ) reduce to the

Chebyshev polynomials of the first kind.

Using the representation (3.2) we establish the fundamental properties of the polyno-

mials Un(p, q; eiθ) below.

Theorem 3.1

a) The trigonometric polynomials Un(p, q; eiθ) satisfy the three-term recurrence re-

lation

U0(p, q; eiθ) = 1,

U1(p, q; eiθ) = peiθ + qe−iθ,

Un+2(p, q; eiθ) = (peiθ + qe−iθ)Un+1(p, q; eiθ)− pqUn(p, q; eiθ) (n ≥ 0).

(3.4)

b) The function y(θ) = Un(p, q; eiθ) satisfies the following differential equation of the

second order

y′′(θ)(peiθ − qe−iθ) + 2i(peiθ + qe−iθ)y′(θ) + n(n+ 2)(peiθ − qe−iθ)y(θ) = 0.

c) The polynomials Un(p, q; eiθ), satisfy the following orthogonality relation∫
E

Un(p, q; eiθ)Um(p, q; eiθ)ρ(θ)dθ =


0 if m 6= n,
π

4pq

(
p2(n+1) + q2(n+1)

)
if m = n,

where ρ(θ) =
−1

2i
√
pq

(pe−iθ − qeiθ).

Proof.

a) Setting n = 0 and n = 1 in (3.2) we get the two first equalities. Now we put

Un+1(p, q; eiθ) =
pn+2ei(n+2)θ − qn+2e−i(n+2)θ

peiθ − qe−iθ
. (3.5)

Next

Un+2(p, q; eiθ) =
pn+3ei(n+3)θ − qn+3e−i(n+3)θ

peiθ − qe−iθ
.
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We multiply (3.5) by peiθ + qe−iθ and (3.2) by pq, then we get

peiθ + qe−iθUn+1(p, q; eiθ)

=
pn+3ei(n+3)θ − pqn+2e−i(n+1)θ − qn+3e−i(n+3)θ + qpn+2ei(n+1)θ

peiθ − qe−iθ
and

pqUn(p, q; eiθ) =
qpn+2ei(n+1)θ − pqn+2e−i(n+1)θ

peiθ − qe−iθ
.

Afterwards we get the desired recurrence formula by substracting pqUn(p, q; eiθ)

from peiθ + qe−iθUn+1(p, q; eiθ).

b) From (3.2) we have

(peiθ − qe−iθ)y(θ) = pn+1ei(n+1)θ − qn+1e−i(n+1)θ. (3.6)

After differentiation of (3.6) we first get

i(peiθ + qe−iθ)y(θ) + (peiθ − qe−iθ)y′(θ) = i(n+ 1)(pn+1ei(n+1)θ + qn+1e−i(n+1)θ)

and next

− (peiθ − qe−iθ)y(θ) + 2i(peiθ + qe−iθ)y′(θ) + (peiθ − qe−iθ)y′′(θ)
= −(n+ 1)2(pn+1ei(n+1)θ − qn+1e−i(n+1)θ),

from which we obtain the result.

c) In order to prove c), we compute∫
E

Un(p, q; eiθ)Um(p, q; eiθ)ρ(θ)dω

=

π∫
−π

Un(p, q; eiθ)Um(p, q; eiθ)
1

2i
√
pq

(pe−iθ − qeiθ)
(peiθ − qe−iθ

2
√
pq

)
idθ

=
1

4pq

π∫
−π

(pn+m+2ei(n−m)θ − pn+1qm+1ei(n+m+2)θ

− pm+1qn+1e−i(n+m+2)θ + qn+m+2ei(m−n)θ)dθ

=


0 if m 6= n,
π

4pq

(
p2(n+1) + q2(n+1)

)
if m = n,

and the thesis follows. �

Remark 3.3 We observe that the trigonometric polynomials Un(p, q; eiθ) can be con-

sidered as the boundary values for z = eiθ of the following symmetric Laurent polyno-

mials:

Un(p, q; z) = pnzn + pn−1qzn−2 + pn−2q2zn−4 + ...+ pqn−1 1

zn−2
+
qn

zn
(z 6= 0),

Un(p, q; z) = Un

(
p, q;

q

pz

)
.
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Theorem 3.2 Let θ ∈ [0, 2π],−1 ≤ p, q ≤ 1. Then the following relations hold.

a) The trigonometric polynomials Tn(p, q; eiθ) satisfy the three-term recurrence rela-

tion

T0(p, q; eiθ) = 1,

T1(p, q; eiθ) = 1
2
(peiθ + qe−iθ),

Tn+2(p, q; eiθ) = (peiθ + qe−iθ)Tn+1(p, q; eiθ)− pqTn(p, q; eiθ) (n = 0, 1, ...).

(3.7)

b) The function y(θ) = Tn(p, q; eiθ), satisfies the differential equation of the second

order

y′′(θ) + n2y(θ) = 0.

c) The trigonometric polynomials Tn(p, q; eiθ) satisfy the following orthogonality re-

lation

π∫
−π

Tn(p, q; eiθ)Tm(p, q; eiθ)dθ =


0 if m 6= n,

π
2
(p2n + q2n) if m = n 6= 0,

2π if m = n = 0.

(3.8)

d) The generating function of {Tn(p, q; eiθ)}n≥0 has the form:
∞∑
n=0

Tn(p, q; eiθ)zn =
1− (peiθ+qe−iθ)

2
z

(1− peiθz)(1− qe−iθz)
,

where z ∈ D, θ ∈ [0, 2π], −1 ≤ p, q ≤ 1.

e)

max
0≤θ≤2π

|Tn(p, q; eiθ)| = 1

2

√
p2n + q2n + 2(pq)n.

Proof.

a) Setting n = 0 and n = 1 in (3.3) we get the first two equalities. Now we put

2Tn(p, q; eiθ) = pneinθ + qne−inθ. (3.9)

Therefore

2Tn+1(p, q; eiθ) = pn+1ei(n+1)θ + qn+1e−i(n+1)θ, (3.10)

and

2Tn+2(p, q; eiθ) = pn+2ei(n+2)θ + qn+2e−i(n+2)θ.

First we multiply (3.9) by pq and (3.10) by peiθ + qe−iθ, then we get

2pqTn(p, q; eiθ) = qpn+1einθ + pqn+1e−inθ,

2(peiθ+qe−iθ)Tn+1(p, q; eiθ) = pn+2ei(n+2)θ+pqn+1e−inθ+qpn+1einθ+qn+2e−i(n+2)θ.

Afterwards we get the desired formula by substracting pqTn(p, q; eiθ) from (peiθ+

qe−iθ)Tn+1(p, q; eiθ).
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b) Using the explicit formula (3.3), after double differentiation we obtain the desired

result.

c) The scalar product of Tn(p, q; eiθ) and Tm(p, q; eiθ) equals

〈Tn, Tm〉 =

2π∫
0

Tn(p, q; eiθ)Tm(p, q; eiθ)dθ

=
1

4

2π∫
0

(pn+mei(n−m)θ + pnqmei(n+m)θ + qnpme−i(n+m)θ

+ qn+me−i(n−m)θ)dθ.

Since
2π∫

0

eimθdθ =

{
0 if m 6= 0,

2π if m = 0,

we easily see that 〈Tm, Tn〉 is expressed by (3.8).

d) By (3.3) we have
∞∑
n=0

Tn(p, q; eiθ)zn =
1

2

∞∑
n=0

(pneinθ + qne−inθ)zn

=
1

2

∞∑
n=0

(peiθz)n +
1

2

∞∑
n=0

(qe−iθz)n

=
1

2

1

1− peiθz
+

1

2

1

1− qe−iθz

=
1− (peiθ+qe−iθ)

2
z

(1− peiθz)(1− qe−iθz)
.

e) Straightforward calculation of (3.3) gives

|Tn(p, q; eiθ)| =
√

1
4
(pn + qn)2 cos2 nθ + 1

4
(pn − qn)2 sin2 nθ

= 1
2

√
p2n + q2n + 2pnqn cos 2nθ,

from which we get the desired result.

�

Remark 3.4 Note that the norm of Tn(p, q; eiθ is given by

||Tn(p, q; eiθ)||2 =

2π∫
0

Tn(p, q; eiθ)Tn(p, q; eiθ)dθ =
π(p2n + q2n)

2
,

and

||T0(p, q; eiθ)||2 = 2π.

The system {Tn(p, q; eiθ)} is therefore not orthonormal. By introducing the respective

weight we find that the system{
T0(p, q; eiθ)√

2π
,
(√ 2

π(p2n + q2n)
Tn(p, q; eiθ), n = 1, 2, ...

)}
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is orthonormal.

It is well known that the classical Chebyshev polynomials Un(x) and Tn(x) are con-

nected by several relations (see [9]). We observe that similar relations between Un(p, q; eiθ)

and Tn(p, q; eiθ) also holds.

Proposition 3.3 For polynomials Un(p, q; eiθ) and Tn(p, q; eiθ), where

θ ∈ [0, 2π], −1 ≤ p, q ≤ 1, we have

Tn(p, q; eiθ)Tm(p, q; eiθ) = 1
2
Tn+m(p, q; eiθ) + 1

2
(pq)mTn−m(p, q; eiθ)

= 1
2
Tn+m(p, q; eiθ) + 1

2
(pq)nTm−n(p, q; eiθ)

and

Um−1(Tn) =
2pmT2n(p, q; eiθ) + 2pn+mqn − qm

2Tn(p, q; eiθ)(peiθ + qe−iθ)
.

Proposition 3.4 The trigonometric polynomials Un(p, q; eiθ) and Tn(p, q; eiθ), where

θ ∈ [0, 2π], −1 ≤ p, q ≤ 1, have the following representation:

Un(p, q; eiθ) =

[n/2]∑
k=0

(−pq)k (n− k)!

(n− 2k)!k!
(peiθ + qe−iθ)n−2k,

Tn(p, q; eiθ) =
n

2

[n/2]∑
k=0

(−pq)k (n− k − 1)!

(n− 2k)!k!
(peiθ + qe−iθ)n−2k.

Remark 3.5 We observe that

Tn(p, q;−eiθ) = (−1)nTn(p, q; eiθ),

or in other words, the even degree Chebyshev polynomials are even functions and the

odd Chebyshev polynomials are odd functions. This follows immediately from (3.3).

3.2 Products, integrals and derivatives of general-

ized Chebyshev polynomials

It is well known that the classical Chebyshev polynomials satisfy several equalities,

that involve factor x or 1− x2 (with x = cos θ) see, for instance [98]. Also the product

of both polynomials Tn(x) and Un(x) were considered [98]. Let us remain the well know
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relation for Tn(x), Un(x) below.

xTn(x) =
1

2

(
Tn+1(x) + T|n−1|(x)

)
,

xUn(x) =
1

2

(
Un+1(x) + U|n−1|(x)

)
,

(1− x2)Tn(x) = −1

4
Tn+2(x) +

1

2
Tn(x)− 1

4
T|n−2|(x),

(1− x2)Un(x) = −1

4
Un+2(x) +

1

2
Un(x)− 1

4
U|n−2|(x),∫

Tn(x)dx =


1

2

(
Tn+1(x)

n+ 1
−
T|n−1|

n− 1

)
, n 6= 1,

1

4
T2(x), n = 1,∫

Un(x)dx =
1

n+ 1
Tn+1(x) + c,

T ′n(x) =
n

2

Tn−1(x)− Tn+1(x)

1− x2
,

U ′n(x) =
(n+ 2)Un−1(x)− nUn+1(x)

2(1− x2)
,

In this section we formulate similar properties for generalized Chebyshev polynomials

Tn(p, q; eiθ) and Un(p, q; eiθ), below.

Proposition 3.5 Let Tn(p, q; eiθ) and Un(p, q; eiθ) be defined by (3.3) and (3.2). Then

cos θTn(p, q; eiθ) = Tn(p, q; 1)

(
ReTn+1(p, q; eiθ)

Tn+1(p, q; 1)
+

ReT|n−1|(p, q; e
iθ)

T|n−1|(p, q; 1)

)
+ U|n−1|(p, q; 1)

(
iImTn+1(p, q; eiθ)

Un(p, q; 1)
+
iImT|n−1|(p, q; e

iθ)

U|n−2|(p, q; 1)

)
.

(3.11)

(1− cos2 θ)Tn(p, q; eiθ) =
1

2
Tn(p, q; eiθ)

− 1

4
Tn(p, q; 1)

(
ReTn+2(p, q; eiθ)

Tn+2(p, q; 1)
+

ReT|n−2|(p, q; e
iθ)

T|n−2|(p, q; 1)

)
− 1

4
U|n−1|(p, q; 1)

(iImTn+2(p, q; eiθ)

Un+1(p, q; 1)

+
iImT|n−2|(p, q; e

iθ)

U|n−3|(p, q; 1)

)
.

(3.12)
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Proof. In order to prove (3.11) we apply (3.3). Then we have

cos θTn(p, q; eiθ) = cos θ

(
1

2
(pn + qn) cosnθ +

1

2
i(pn − qn) sinnθ

)
=

1

2
(pn + qn) cos (n+ 1)θ +

1

2
(pn + qn) cos (n− 1)θ

+
1

2
i(pn − qn) sin (n+ 1)θ +

1

2
i(pn − qn) sin (n− 1)θ

= (pn + qn)

(
ReTn+1(p, q; eiθ)

pn+1 + qn+1
+

ReT|n−1|(p, q; e
iθ)

pn−1 + qn−1

)
+ (pn − qn)

(
iImTn+1(p, q; eiθ)

pn+1 − qn+1
+
iImT|n−1|(p, q; e

iθ)

pn−1 − qn−1

)
= Tn(p, q; 1)

(
ReTn+1(p, q; eiθ)

Tn+1(p, q; 1)
+

ReT|n−1|(p, q; e
iθ)

T|n−1|(p, q; 1)

)
+ U|n−1|(p, q; 1)

(
iImTn+1(p, q; eiθ)

Un(p, q; 1)
+
iImT|n−1|(p, q; e

iθ)

U|n−2|(p, q; 1)

)
.

Similarly we prove the equality (3.12)

(1− cos2 θ)Tn(p, q; eiθ) = sin2 θ
(

1
2
(pn + qn) cosnθ + 1

2
i(pn − qn) sinnθ

)
=

1

2
(1− cos 2θ)Tn(p, q; eiθ)

=
1

2
Tn(p, q; eiθ)

− 1

4
(pn + qn)

(
ReTn+2(p, q; eiθ)

pn+2 + qn+2
+

ReT|n−2|(p, q; e
iθ)

pn−2 + qn−2

)
− 1

4
(pn − qn)

(
iImTn+2(p, q; eiθ)

pn+2 − qn+2
+
iImT|n−2|(p, q; e

iθ)

pn−2 − qn−2

)
=

1

2
Tn(p, q; eiθ)

− 1

4
Tn(p, q; 1)

(
ReTn+2(p, q; eiθ)

Tn+2(p, q; 1)
+

ReT|n−2|(p, q; e
iθ)

T|n−2|(p, q; 1)

)
− 1

4
U|n−1|(p, q; 1)

(iImTn+2(p, q; eiθ)

Un+1(p, q; 1)

+
iImT|n−2|(p, q; e

iθ)

U|n−3|(p, q; 1)

)
.

�

Proposition 3.6 Let Tn(p, q; eiθ) be defined by (3.3). Then the indefinite integral of

Tn(x) can be expressed in terms of Chebyshev polynomials as follows.

∫
Tn(p, q; eiθ)dx = Tn(p, q; 1)

(
ReTn+1(p, q; eiθ)

Tn+1(p, q; 1)(n+ 1)
−

ReT|n−1|(p, q; e
iθ)

T|n−1|(p, q; 1)|n− 1|

)
− Un−1(p, q; 1)i

(
ImTn+1(p, q; eiθ)

Un(p, q; 1)(n+ 1)
−

ImT|n−1|(p, q; e
iθ)

U|n−2|(p, q; 1)|n− 1|

)
,∫

T1(p, q; eiθ)dx = −iT1(p, q; eiθ),

where n 6= 1.
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Proof. Applying the formula (3.3), by integration we obtain:∫
Tn(p, q; eiθ)dx = −

∫
1

2
(pn + qn) cosnθ sin θdθ − i

∫
1

2
(pn − qn) sinnθ sin θdθ

=
1

2
(pn + qn)

cos (n+ 1)θ

n+ 1
− 1

2
(pn + qn)

cos |n− 1|θ
|n− 1|

− i
1

2
(pn − qn)

sin (n+ 1)θ

n+ 1
+

1

2
i(pn − qn)

sin |n− 1|θ
|n− 1|

= (pn + qn)

(
ReTn+1(p, q; eiθ)

(pn+1 + qn+1)(n+ 1)
−

ReT|n−1|(p, q; e
iθ)

(pn−1 + qn−1)|n− 1|

)
− (pn − qn)i

(
ImTn+1(p, q; eiθ)

(pn+1 − qn+1)(n+ 1)
−

ImT|n−1|(p, q; e
iθ)

(pn−1 − qn−1)|n− 1|

)
= Tn(p, q; 1)

(
ReTn+1(p, q; eiθ)

Tn+1(p, q; 1)(n+ 1)
−

ReT|n−1|(p, q; e
iθ)

T|n−1|(p, q; 1)|n− 1|

)
− Un−1(p, q; 1)i

(
ImTn+1(p, q; eiθ)

Un(p, q; 1)(n+ 1)
−

ImT|n−1|(p, q; e
iθ)

U|n−2|(p, q; 1)|n− 1|

)
.

(where the first term in the bracket is to be omitted in the case n = 1). �

Proposition 3.7 Let Tn(p, q; eiθ) be defined by (3.3), then we have

d

dθ
Tn(p, q; eiθ) =

Tn(p, q; 1)

sin2 θ

(
nReT|n−1|(p, q; e

iθ)

2T|n−1|(p, q; 1)
− ReTn+1(p, q; eiθ)

Tn+1(p, q; 1)

)
−

U|n−1|(p, q; 1)

sin2 θ
i

(
nImT|n−1|(p, q; e

iθ)

2U|n−2|(p, q; 1)
− ImTn+1(p, q; eiθ)

Un(p, q; 1)

)
.

Proof. Differentiation of (3.3), we have
d

dθ
Tn(p, q; eiθ) =

1

2
(pn + qn)

n sinnθ

sin θ
− 1

2
i(pn − qn)

n cosnθ

sin θ

=
1

2
(pn + qn)

1
2
n(cos (n− 1)θ − cos (n+ 1)θ)

sin2 θ

− 1

2
i(pn − qn)

1
2
n(sin (n− 1)θ − sin (n+ 1)θ)

sin2 θ
=

=
pn + qn

sin2 θ

(
nReT|n−1|(p, q; e

iθ)

2(pn−1 + qn−1)
− ReTn+1(p, q; eiθ)

pn+1 + qn+1

)
− pn − qn

sin2 θ
i

(
nImT|n−1|(p, q; e

iθ)

2(pn−1 − qn−1)
− ImTn+1(p, q; eiθ)

pn+1 − qn+1

)
=

Tn(p, q; 1)

sin2 θ

(
nReT|n−1|(p, q; e

iθ)

2T|n−1|(p, q; 1)
− ReTn+1(p, q; eiθ)

Tn+1(p, q; 1)

)
−

U|n−1|(p, q; 1)

sin2 θ
i

(
nImT|n−1|(p, q; e

iθ)

2U|n−2|(p, q; 1)
− ImTn+1(p, q; eiθ)

Un(p, q; 1)

)
.

�

Various similar formulas are readily obtained for Un(p, q; eiθ). For instance, we get:

Proposition 3.8 Let Un(p, q; eiθ) be defined by (3.2), then we have

a)

cos θUn−1(p, q; eiθ)

=
1

2
Un−1(p, q; 1)

(
ReUn(p, q; eiθ)

Un(p, q; 1)
+

ReUn−2(p, q; eiθ)

Un−2(p, q; 1)

)
+

1

2
iTn(p, q; 1)

(
ImUn(p, q; eiθ)

Tn+1(p, q; 1)
+

ImUn−2(p, q; eiθ)

Tn−1(p, q; 1)

)
,



3.3 Application 53

b)

(1− cos2 θ)Un−1(p, q; eiθ)

=
1

2
Un−1(p, q; eiθ)

− 1

4
Un−1(p, q; 1)

(
ReUn+1(p, q; eiθ)

Un+1(p, q; 1)
+

ReUn−3(p, q; eiθ)

Un−3(p, q; 1)

)
− 1

4
iTn(p, q; 1)

(
ImUn+1(p, q; eiθ)

Tn+2(p, q; 1)
+

ImUn−3(p, q; eiθ)

Tn−2(p, q; 1)

)
,

c)

cosmθTn(p, q; eiθ)

=
1

2
Tn(p, q; 1)

(
ReTn+m(p, q; eiθ)

Tn+m(p, q; 1)
+

ReT|n−m|(p, q; e
iθ)

T|n−m|(p, q; 1)

)
+

1

2
iUn(p, q; 1)

(
ImTn+m(p, q; eiθ)

Un+m−1(p, q; 1)
+

ImT|n−m|(p, q; e
iθ)

Un−m−1(p, q; 1)

)
,

d)

cosmθUn−1(p, q; eiθ)

=
1

2
Un−1(p, q; 1)

(
ReUn+m−1(p, q; eiθ)

Un+m−1(p, q; 1)
+

ReUn−m−1(p, q; eiθ)

Un−m−1(p, q; 1)

)
+

1

2
iTn(p, q; 1)

(
ImUn+m−1(p, q; eiθ)

Tn+m(p, q; 1)
+

ImUn−m−1(p, q; eiθ)

Tn−m(p, q; 1)

)
,

e)
dUn−1(p, q; eiθ)

dθ
= i

(n− 1)Un(p, q; eiθ)− pq(n+ 1)Un+1(p, q; eiθ)

peiθ − qe−iθ
.

The key fact on Un(p, q; eiθ) polynomials we will apply in the next chapter when it

will be relevant to our proof in Section 4.4.

3.3 Application

The generalized Chebyshev polynomials of first kind occurs first in [79], where it was

proposed to study the polynomials with one parameter, namely

Tn(q; eiθ) =
1

2
(einθ + qne−inθ) (q ∈ [−1, 1]).

Another example is work of Freund [69]. In this paper author is concerned with a

classical inequality due to Bernstein which estimates the norm of polynomials on any

given ellipse in terms of their norm on any smaller ellipse with the same foci. These

Bernstein type inequalities are closely connected with certain constrained Chebyshev

approximation problems on ellipses. The authors introduce an analogy to the Cheby-

shev polynomials

Tk+ 1
2
(ϕ) = ak cos

(
k +

1

2

)
ϕ+ ibk cos

(
k +

1

2

)
ϕ (ϕ ∈ [−π, π]),
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where

ak =
1

2

(
rk+ 1

2 +
1

rk+ 1
2

)
, bk =

1

2

(
rk+ 1

2 − 1

rk+ 1
2

)
(r ≥ 1).

Finally Freund and Fischer [69] deals with constrained Chebyshev approximation prob-

lem of the type

min
p∈

∏
n:p(c)=1

max
z∈E
|P (z)|.

Here
∏

n denotes the set of all complex polynomials of degree at most n, E is any ellipse

in the complex plane, and c ∈ C\E. In this paper it is showed that the extremal points

of P (z) on Er has a form of (3.3).

The above mentioned facts are motivation of studies the properties of the polynomials

given by (3.2) and (3.3).



Chapter 4

Extension of typically real function

- T p,q

In Chapter 2 we introduced the generalized Koebe function (2.7). Here, we apply this

function to define a related class of functions.

Definition 4.1 By T p,q we denote the class of generalized typically real functions,

defined as a class of functions of f ∈ A, and having an integral representation

f(z) =
1

2π

2π∫
0

z

(1− eiθpz)(1− e−iθqz)
dµ(θ) (z ∈ D), (4.1)

where µ(θ) is the unique probability measure on the segment [0, 2π].

This chapter is composed of two types of problems. The first type is concerned with

coefficients problem for T p,q and the second type with extremal problems for T p,q class

of functions.

First we turn our attention in Section 4.1 to Pp,q class of functions, which is connected

with an extension of typically real functions. In Section 4.2 we present a Theorem 4.2

which establishes a relationship between this two class of functions. In Section 4.4 we

consider an important coefficients problem for Pp,q. While the nature of this problem

may at first appear unremarkable, its solution in terms of coefficients for T p,q is of

substantial importance, because it provides a very useful tool for founding coefficients

bounds in T p,q. Next in Section 4.4 we conclude with some coefficients bounds for T p,q

class of function, especially problem related to Zalcman conjecture is solved. Therefore,

studying the extremal problems for T p,q, especially coefficient problems, is a natural

problem associated to the general study of ”the trigonometric polynomials” Un(p, q; eiθ)

defined by (3.1). For a detailed description of the above orthogonal polynomials, the

state of the art and motivation we refer the reader to Chapter 3.

Our investigation related to extremal problems for T p,q starts in Section 4.5. Here, we

55



4.1 Class Pp,q 56

present Theorem 4.12 that immediately highlights the importance of propositions from

Section 2.2.1. We conclude in Section 4.6 with some important results about set of the

local univalence and radius of local univalence.

4.1 Class Pp,q

Let P be the class of functions of the form ϕ(z) = 1+ c1z+ · · · , holomorphic, and with

positive real part in the unit disk D; a class of such functions is called the Carathéodory

class. P has interesting properties and many useful applications, particularly in the

study of special classes of univalent functions. Any function ϕ ∈ P has useful Herglotz

representation

ϕ(z) =
1

2π

2π∫
0

1 + ze−iθ

1− ze−iθ
dµ(θ) =

1

2π

2π∫
0

L(ze−iθ)dµ(θ),

where µ(θ) is a probability measure on [0, 2π] and L(z) = (1 + z)/(1− z) is the Möbius

function. A significant subclass of the class P is a class of all functions which are real on

(−1, 1); we denote it here by PR. Since ϕ ∈ PR has real coefficients then ϕ(z) = ϕ(z̄).

Therefore [121]

ϕ(z) =
ϕ(z) + ϕ(z̄)

2
=

1

2π

2π∫
0

1− z2

1− 2z cos θ + z2
dµ(θ).

Successively, the new subclasses of P and PR consisting of functions ϕ such that ϕ(D)

is a proper subdomain of a right halfplane appeared in the literature (see, for example

[71,74,122]).

Now, we construct a natural extension of the class PR as follows. For −1 ≤ p, q ≤ 1

let

ϕ1(z) =
1

2π

2π∫
0

1 + eiθpz

1− eiθpz
dµ(θ) =

1

2π

2π∫
0

L(pze−iθ)dµ(θ),

ϕ2(z) =
1

2π

2π∫
0

1 + e−iθqz

1− e−iθqz
dµ(θ) =

1

2π

2π∫
0

L(qz̄eiθ)dµ(θ).

Then ϕ1, ϕ2 ∈ P . Hence

1

2
(ϕ1(z) + ϕ2(z)) =

1

2π

2π∫
0

1− pqz2

(1− eiθpz)(1− e−iθqz)
dµ(θ)

is also in P , since P is convex.
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Definition 4.2 For −1 ≤ p, q ≤ 1 we define the class Pp,q as the class of functions

ϕ ∈ P that are of the form

ϕ(z) =
1

2π

2π∫
0

1− pqz2

(1− eiθpz)(1− e−iθqz)
dµ(θ), (4.2)

where µ(θ) is the unique probability measure on the interval [0, 2π].

We note that setting p = q = 1 the class Pp,q becomes PR.

Let now p = 1, q = −1 or p = −1, q = 1. Then (4.2) reduces to

ϕ(z) =
1

2π

2π∫
0

1 + z2

(1 + 2zi sin θ − z2)
dµ(θ),

and the classes P1,−1 = P−1,1 consists of all functions ϕ, satisfying ϕ(z) = ϕ(−z̄), that

is functions symmetric with respect to the imaginary axis. Moreover, ϕ has real even

coefficients and purely imaginary odd coefficients.

We note that for ϕ ∈ Pp,q we immediately obtain

Proposition 4.1 Let −1 ≤ p, q ≤ 1, and let ϕ ∈ Pp,q. Then for |z| = r, 0 < r < 1, it

holds

|ϕ(z)| ≤ 1 + |p||q|r2

(1− |p|r)(1− |q|r)
.

Also, we have
1− |p||q|

(1 + |p|)(1 + |q|)
≤ |ϕ(z)| ≤ 1 + |p||q|

(1− |p|)(1− |q|)
.

Remark 4.1 There is close relation between Pp,q and the generalized Chebyshev poly-

nomials of the second kind (3.1), namely if ϕ ∈ Pp,q, then

ϕ(z) =
1

2π

2π∫
0

(1− pqz2)Ψp,q(e
iθ; z)dµ(θ).

4.2 Relation between the classes Pp,q and T p,q

The motivation for introduction a class Pp,q is that the integral representation have

been found to have many connection with T p,q class of function. By considering this

relation we gain further insight the coefficient problem for T p,q class of functions. With

the above motivation we now look back to connection between Pp,q and T p,q, below.

Theorem 4.2 Let −1 ≤ p, q ≤ 1. If g ∈ Pp,q then

f(z) =
z

1− pqz2
g(z) ∈ T p,q.

Conversely, if f ∈ T p,q, then

g(z) =
1− pqz2

z
f(z) ∈ Pp,q.
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Proof. Let f ∈ T p,q. Then the function

g(z) =
1− pqz2

z
f(z) = 1 + a2z + (a3 − pq)z2 + · · ·

is regular in D since the pole at z = 0 is canceled by the zero of f at the same point,

so that g(0) = 1. Also, we note that

g(z) =
1− pqz2

z

1

2π

2π∫
0

zdµ(θ)

(1− eiθpz)(1− e−iθqz)

=
1

2π

2π∫
0

1− pqz2

(1− eiθpz)(1− e−iθqz)
dµ(θ).

Then g ∈ Pp,q.
Conversely suppose g ∈ Pp,q and f(z) = zg(z)/(1− pqz2). The function

f(z) =
z

1− pqz2
g(z) =

1

2π

2π∫
0

z

(1− eiθpz)(1− e−iθqz)
dµ(θ)

has the standard normalization f(0) = 0 = f ′(0)− 1 and is univalent in D. �

Remark 4.2 We observe that T 1,1 = TR and T 1,0 = T 0,1 = co CV.

4.3 Geometric interpretation of T p,q

Let z = eit, and f ∈ T p,q. Then, we have

Re
1− pqz2

z
f(z) = Re (e−it − pqeit) f(eit)

= (1− pq) cos tRef(eit) + (1 + pq) sin t Imf(eit)

so that Re
1− pqz2

z
f(z) > 0, if and only if (extending the inequality to the whole D)

(1− pq)Re {z}Re {f(z)}) + (1 + pq)Im {f(z)} Im {z} > 0. (4.3)

We see that if pq = 1 the above condition reduces to the following

Im {f(z)} Im {z} ≥ 0 (z ∈ D), (4.4)

that is a geometric interpretation of a class TR. Also, when pq = −1, we obtain

Re {z}Re {f(z)} > 0 (z ∈ D), (4.5)

that means that the image of the unit disk under f is symmetric with respect to the

imaginary axis.

In the remaining cases the condition (4.3) may be rewritten in the form
1− pq

2
Re {z}Re {f(z)}+

1 + pq

2
Im {f(z)} Im {z} > 0. (4.6)

We observe that (4.6) constitute an arithmetic means of (4.4) and (4.5), thus the

class T p,q provides an arithmetic bridge between the classes of normalized functions

symmetric with respect to the imaginary and real axis.
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4.4 Coefficient problems

One of the most interesting questions in a geometric functions theory is to address the

region of variability of the n-th Taylor coefficient for functions f that belongs to some

class of analytic functions. Leading example is the Bieberbach conjecture settled by

de Branges in 1985 for the class of normalized and univalent functions S, although

corresponding results for important subclasses of S were established positive much

earlier. Also, sharp bounds for the coefficients in the class P are well known; they

constitute one of the main tool in a geometric theory of analytic functions.

In this section we prove coefficients bounds of functions from the class T p,q. In the

case when p = q = 1 these results become the well known estimates in the class of

typically real functions TR. Next we move on to discuss of a related class of Pp,q. Using

coefficients relations and estimates that hold in that class, we also obtain some sharp

coefficients bounds for generalized typically real functions. Orthogonal polynomials

Un−1(p, q; eiθ) defined by (3.1) have been used to solve problems related to coefficients

bounds in T p,q class. Namely, from the integral representation (4.1) it follows that the

coefficients f ∈ T p,q can be represented as

an =
1

2π

2π∫
0

Un−1(p, q; aiθ)dµ(θ). (4.7)

Therefore, studying the properties of the class T p,q is a natural problem associated to

the general study of orthogonal polynomials defined and considered in Chapter 3.

Proposition 4.3 If f ∈ T p,q, then we have the following sharp bound

|an| ≤


|p|n − |q|n

|p| − |q|
if |p| 6= |q|,

n|p|n−1 if |p| = |q|.
(4.8)

The extremal functions have the form f(z) =
z

(1− pz)(1− qz)
for pq > 0 and f(z) =

z

(1− ipz)(1 + iqz)
for pq < 0.

Proof. Applying (4.7), we have

|an| =
1

2π

∣∣∣∣∣∣
2π∫

0

Un−1(p, q; eiθ)dµ(θ)

∣∣∣∣∣∣ ≤ 1

2π

2π∫
0

∣∣∣∣pneinθ − qne−inθpeiθ − qe−iθ

∣∣∣∣ dµ(θ)

=
1

2π

2π∫
0

|pn−1ei(n−1)θ + pn−2qei(n−2)θ + . . .+ pqn−2e−i(n−2)θ + qn−1e−i(n−1)θ|dµ(θ)

≤


|p|n − |q|n

|p| − |q|
if |p| 6= |q|,

n|p|n−1 if |p| = |q|.
�
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Proposition 4.4 Let −1 ≤ p, q ≤ 1, and let ϕ ∈ Pp,q be of the form

ϕ(z) = 1 + c1z + · · · , (4.9)

then

|cn| ≤ |p|n + |q|n. (4.10)

Proof. By the integral representation (4.2) we have that if ϕ is of the form (4.9), then

cn =
1

2π

2π∫
0

(einθpn + e−inθqn)dµ(θ).

Therefore, the immediate consequence follows. �

Remark 4.3 We observe that the above bounds becomes known estimates in the class

P in the case, when |p| = |q| = 1.

Theorem 4.5 Let −1 ≤ p, q ≤ 1, and let f ∈ T p,q be of the form (4.1). Then

|an+2 + pqan| ≤


(|p|+ |q|) |p|

n+1 − |q|n+1

|p| − |q|
for |p| 6= |q|,

2(n+ 1)|p|n+1 for |p| = |q|.
(4.11)

Also, it holds

|an+2 − pqan| ≤ |p|n+1 + |q|n+1 (n ∈ N ∪ {0}). (4.12)

Here we set a0 = 0 and a1 = 1. The results are sharp with the equalities for kp,q(z) =

z/[(1− pz)(1− qz)].

Proof. Using the recurrence relation (3.4) we get
2π∫

0

Un+2(p, q; eiθ)dµ(θ) −
2π∫
0

(peiθ + qe−iθ)Un+1(p, q; eiθ)dµ(θ)

+ pq
2π∫
0

Un(p, q; eiθ)dµ(θ) = 0.

The above and the formula (4.7) yield

an+3 + pqan+1 =
1

2π

2π∫
0

(peiθ + qe−iθ)Un+1(p, q; eiθ)dµ(θ),

and hence

|an+3 + pqan+1| ≤ (|p|+ |q|)|an+2|.

Applying the inequality (4.8), and renumerating, we obtain (4.11).

For the second bound, we observe that by Theorem 4.2

1− pqz2

z
f(z) = 1 +

∞∑
n=0

(an+2 − pqan)zn+1
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is of the class Pp,q. The above and (4.10) therefore yield

|an+2 − pqan| ≤ |p|n+1 + |q|n+1 (n ∈ N ∪ {0}).

�

As an immediate consequences of (4.12) we obtain an estimates for the following

integral.

Lemma 4.6 Let −1 ≤ p, q ≤ 1 and µ(θ) be a probability measure on [0, 2π], then∣∣∣∣∣∣
2π∫

0

pn+2ei(n+2)θ − qn+2e−i(n+2)θ − pq
(
pneinθ − qne−inθ

)
peiθ − qe−iθ

dµ(θ)

∣∣∣∣∣∣ ≤ 2π
(
|p|n+1 + |q|n+1

)
.

Proof. Let −1 ≤ p, q ≤ 1, and let f ∈ T p,q be of the form (4.1). Applying (3.2) and

(4.7) we have

an =
1

2π

2π∫
0

pneinθ − qne−inθ

peiθ − qe−iθ
dµ(θ).

Making use the above together with (4.12), we get

|an+2 − pqan| =

∣∣∣∣∣∣ 1

2π

2π∫
0

pn+2ei(n+2)θ − qn+2e−i(n+2) − pq
(
pneinθ − qne−inθ

)
peiθ − qe−iθ

dµ(θ)

∣∣∣∣∣∣
≤ |p|n+1 + |q|n+1,

and the assertion follows. �

It is well known that, for ϕ ∈ P of the form (4.9), |cn| ≤ 2 and hence |cn+1−cn| ≤ 4,

which is sharp. However, Robertson [125] proved the following result for successive

coefficients in P ; if ϕ ∈ P is of the form (4.9), then

|cn+1 − cn| ≤ (2n+ 1)|2− c1|,

and also

||cn+1| − |cn|| ≤ (2n+ 1)(2− |c1|).

The factor (2n+ 1) cannot be improved as can be seen by considering the function

ϕ(z) =
1− z2

1− 2z cos θ + z2
.

In 1983, Goodman ([62], page 104) pointed out that the sharp bound on |cn+1 − cn| in
class P with fixed c1 is unknown. Livingston [91] proved that if ϕ ∈ P and c1 = 1,

then

|cn+1 − cn| ≤ 2.

This inequality also holds in the class PR. For a more recent result concerning successive

coefficients in P see Lecko [88],

||cn+1 − cn| − |cn − cn−1|| ≤ 2(2− Rec1),
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and the inequality is sharp.

The above results were the motivation for our considerations in this direction. In

a next part of this section we consider certain successive coefficients for functions in

Pp,q. Particulary, we obtain the following sharp estimates.

Theorem 4.7 If −1 ≤ p, q ≤ 1, and let ϕ ∈ Pp,q is of the form (4.9). Then

|cn − cmcn−m| ≤ |pmqn−m + qmpn−m| (n,m ∈ N). (4.13)

The results are sharp wit the equality for ϕe(z) =
1− pqz2

(1− pz)(1− qz)
.

Proof. We begin by observing that Pp,q is a convex set, that can be easily checked

using representation (4.2). Therefore, any function ϕ ∈ Pp,q, may be considered as a

sum

ϕ(z) =
s∑

k=1

λk
1− pqe2itkz2

(1− peitkz)(1− qeitkz)
, (4.14)

where λk ≥ 0, 1 ≤ k ≤ s, and
s∑

k=1

λk = 1, that is a special case of the representation

(4.2). Hence, we need only prove the assertion for functions of the form (4.14). For

such functions,

cn = (pn + qn)
s∑

k=1

λke
intk (n ≥ 1),

so that

|cn − cmcn−m| =

∣∣∣∣∣(pn + qn)
s∑

k=1

λke
intk

− (pm + qm)
s∑

k=1

λke
imtk(pn−m + qn−m)

s∑
k=1

λke
i(n−m)tk

∣∣∣∣∣
=

∣∣∣∣∣
s∑

k=1

λk
(
(pn + qn)eintk − (pm + qm)eimtk(pn−m + qn−m)A

)∣∣∣∣∣
=

s∑
k=1

|λkBk| ≤
s∑

k=1

λk|Bk|,

where

A =
s∑

k=1

λke
i(n−m)tk ,

and

Bk = (pn + qn)eintk − (pm + qm)(pn−m + qn−m)eimtkA (1 ≤ k ≤ s).
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Moreover, we have
s∑

k=1

λk|Bk|2 =
s∑

k=1

λk|Bk|2

=
s∑

k=1

λk
(
(pn + qn)eintk − (pm + qm)(pn−m + qn−m)eimtkA

)
× ((pn + qn)e−intk(pm + qm)(pn−m + qn−m)e−imtkA)

= (pn + qn)2 + (pm + qm)2(pn−m + qn−m)2|A|2

− 2(pn + qn)(pm + qm)(pn−m + qn−m)Re
s∑

k=1

λke
−i(n−m)tkA,

(4.15)

and

Re
s∑

k=1

λke
−i(n−m)tkA = Re

s∑
k=1

λke
−i(n−m)tk

(
s∑
q=1

λqe
i(n−m)tq

)

= Re

(
s∑
q=1

λqe
i(n−m)tq

s∑
k=1

λke
−i(n−m)tk

)

= Re

∣∣∣∣∣
s∑
q=1

λqe
i(n−m)tq

∣∣∣∣∣
2


=

∣∣∣∣∣
s∑
q=1

λqe
i(n−m)tq

∣∣∣∣∣
2

= |A|2.

(4.16)

Therefore (4.15) and (4.16) yield
s∑

k=1

λk|Bk|2 = (pn + qn)2 + (pm + qm)(pn−m + qn−m)|A|2

× ((pn + qn)(pn−m + qn−m)− 2(pn + qn))

≤
(
(pm + qm)(pn−m + qn−m)− (pn + qn)

)2
.

(4.17)

By the Schwarz inequality(
s∑

k=1

λk|Bk|

)2

≤
s∑

k=1

λk

s∑
k=1

λk|Bk|2 =
s∑

k=1

λk|Bk|2.

Hence, by (4.17) and the above, we have
s∑

k=1

λk|Bk| ≤ |pmpn−m + qmpn−m|,

that completes the proof of the Theorem. �

Remark 4.4 We note that inserting n+ 1 instead of n, and setting m = 1, p = q = 1

in Theorem 4.7 we obtain the result by Livingston [91].

As a consequence of Theorem 4.7, we have the following result.
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Corollary 4.8 Let µ(t) be a probability measure on [0, 2π], then∣∣∣∣∣∣(pn + qn)(pm + qm)

2π∫
0

eintdµ(t)

2π∫
0

eimtdµ(t)

− 2π(pn+m + qn+m)

2π∫
0

ei(n+m)tdµ(t)

∣∣∣∣∣∣
≤ 4π2|pmqn−m + qmpn−m| (n,m = 1, 2, 3, ...).

Proof. The coefficients of the function

ϕ(z) =
1

2π

2π∫
0

1− pqe2itz2

(1− peitz)(1− qeitz)
dµ(t),

can be represented as

cn =
pn + qn

2π

2π∫
0

eintdµ(t). (4.18)

By the previous theorem we have

|cncm − cn+m| ≤ |pmqn−m + qmpn−m| (n,m ∈ N),

or equivalently, using (4.18)∣∣∣∣∣∣(p
n + qn)(pm + qm)

4π2

2π∫
0

eintdµ(t)

2π∫
0

eimtdµ(t)

− pn+m + qn+m

2π

2π∫
0

ei(n+m)tdµ(t)

∣∣∣∣∣∣
≤ |pmqn−m + qmpn−m| (n,m = 1, 2, 3, ...),

and the assertion follows. �

At the end of 1960’s, Lawrence Zalcman posed a conjecture that the coefficients of

univalent functions f on the unit disk of the form (1.1) satisfy the sharp inequality

|a2
n − a2n−1| ≤ (n − 1)2, with equality only for the Koebe function. This remarkable

conjecture implies the Bieberbach conjecture. Brown and Tsao [25] proved the Zalcman

conjecture for the starlike functions. They also obtained |a2
n − a2n−1| ≤ (n − 1)2 for

f ∈ TR. Furthermore, Livingston [91] showed that the Zalcman conjecture holds for

close-to-convex functions when n ≥ 4.

In 1998 Ma [95] proposed and solved generalized Zalcman conjecture for starlike

functions and univalent functions with real coefficients. Ma also gave sharp sharp

bounds on |anam − an+m−1| for coefficients of f ∈ TR, namely if f is of the form (1.1),

then

|anam − an+m−1| ≤


n+ 1 for m = 2, n = 2, 4, 6, ...

m+ 1 for n = 2,m = 2, 4, 6, ...

(n− 1)(m− 1) otherwise.
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It turns out that the generalized Zalcman conjecture does not hold for all typically real

functions when one of n and m equals 2 and the other equals 2, 4, .... This does not

provide a counterexample for the generalized Zalcman conjecture since not all typically

real functions are univalent.

Now we consider some coefficients problems for generalized typically real functions

related to the Zalcman conjecture.

Proposition 4.9 Let −1 ≤ p, q ≤ 1, and let f ∈ T p,q be of the form (1.1). Also, let

ϕ ∈ Pp,q be of the form (4.9). Then for k = 1, 2, ... the following relations hold

a2k = (pq)k−1c1 + (pq)k−2c3 + ...+ c2k−1, (4.19)

and

a2k+1 = (pq)k + (pq)k−1c2 + (pq)k−2c4 + ...+ c2k. (4.20)

In particular

a2 = c1, a3 = pq + c2.

Proof. The proof is obvious by virtue of Theorem 4.2. �

Theorem 4.10 Let −1 ≤ p, q ≤ 1, and let f ∈ T p,q be of the form (1.1). Also, let

ϕ ∈ Pp,q be of the form (4.9). Then, for m = 2, n = 2, 4, 6, ... the following estimate

holds

|anam − an+m−1| ≤ |pq|
n
2 +

n
2
−1∑
l=0

|pq|
n
2
−l|p2l + q2l|.

For m = 2, n = 3, 5, 7, ... it holds

|anam − an+m−1| ≤
n−3
2∑
l=0

|pq|
n−1
2
−l|p2l+1 + q2l+1|,

for m = 3, n = 2, 4, 6, ... the following holds

|anam − an+m−1|

≤ p2q2|pn−3 + qn−3|+ (p2 + q2)

n
2
−1∑
l=1

|pq|
n
2
−l(|p|2l−1 + |q|2l−1),

and for m = 3, n = 3, 5, ...

|anam − an+m−1|

≤ p2q2|pn−3 + qn−3|+ (p2 + q2)

|pq|n−1
2 +

n−3
2∑
l=1

|pq|
n−1
2
−l(p2l + q2l)

 .

The cases n = 2, 3 and m = 2, 3, 4, ... are satisfied by the symmetry. The results are

sharp, in the first two cases the equalities hold for f(z) = k∗p,q(z) = z(1− p2q2z4)/[(1−
pqz2)(1−p2z2)(1−q2z2)], and for the last two cases, if f(z) = kp,q(z) = z/[(1−pz)(1−
qz)].
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Proof. We set b = pq. First, we consider the case when m = 2 and n = 2k, k =

1, 2, ., ... Using (4.19), (4.20) and (4.13), we get

|a2a2k − a2k+1|
=

∣∣c1(bk−1c1 + bk−2c3 + · · ·+ c2k−1)− (bk + bk−1c2 + · · ·+ c2k)
∣∣

=
∣∣(bk−1c2

1 − bk−1c2) + (c1b
k−2c3 − bk−2c4) + · · ·+ (c1c2k−1 − c2k)− bk

∣∣
≤ |b|k−1|pq + pq|+ |b|k−2|pq3 + qp3|+ · · ·+ |pq2k−1 + qp2k−1|+ |b|k

=
k−1∑
l=0

|b|k−l|p2l + q2l|+ |b|k.

This proves the first inequality.

Now, we consider the case m = 2 and n = 2k + 1, k = 1, 2, 3, .... Similarly as in

the previous case we use (4.19), (4.20) and (4.13) Then

|a2a2k+1 − a2k+2|
=

∣∣c1(bk + bk−1c2 + · · ·+ c2k)− (bkc1 + bk−1c3 + · · ·+ c2k+1)
∣∣

=
∣∣(bk−1c1c2 − bk−1c3) + (c1b

k−2c4 − bk−2c5) + ...+ (c1c2k − c2k+1)
∣∣

≤ |b|k−1|pq2 + qp2|+ |b|k−2|pq4 + qp4|+ · · ·+ |pq2k + qp2k|

=
k−1∑
l=0

|b|k−l|p2l+1 + q2l+1|.

We note that for ϕ∗(z) =
1− p2q2z4

(1− p2z2)(1− q2z2)
we have c1 = c3 = ... = c2k−1 =

0, and c2k = p2k + q2k. Therefore, the inequalities become equalities for k∗p,q(z) =

z(1− p2q2z4)

(1− pqz2)(1− p2z2)(1− q2z2)
.

For the case when m = 3 we apply as above (4.19), (4.20) and (4.13). Thus

|a3a2k − a2k+2|
=

∣∣(b+ c2)(bk−1c1 + bk−2c3 + · · ·+ c2k−1)− (bkc1 + bk−1c3 + · · ·+ c2k+1)
∣∣

=
∣∣c2(bk−1c1 + · · ·+ bc2k−3) + (c2c2k−1 − c2k+1)

∣∣
≤

∣∣∣∣∣c2

k−1∑
l=1

bk−lc2l−1

∣∣∣∣∣+ |p2q2k−1 + q2p2k−1|

≤ |p2 + q2|
k−1∑
l=1

|b|k−l(|p|2l−1 + |q|2l−1) + p2q2|p2k−3 + q2k−3|

and, similarly

|a3a2k+1 − a2k+3|
=

∣∣(b+ c2)(bk + bk−1c2 + bk−2c4 + ...+ c2k)− (bk+1 + bkc2 + · · ·+ c2k+2)
∣∣

=
∣∣c2(bk + bk−1c2 + ...+ bc2k−2) + (c2c2k − c2k+2)

∣∣
≤

∣∣∣∣∣c2(bk +
k−l∑
l=1

bk−lc2l)

∣∣∣∣∣+ |p2q2k + q2p2k|

≤ (p2 + q2)

[
|b|k +

k−1∑
l=1

|b|k−l(|p|2l + |q|2l)

]
+ p2q2|p2k−2 + q2k−2|.
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The equality in the above inequalities hold, if ϕe(z) =
1− pqz2

(1− pz)(1− qz)
, that is for

kp,q(z) = z/((1− pz)(1− qz)). �

4.5 Extremal problems for T p,q

Making use an integral representation (4.1) and Propositions 2.6, 2.7 and 2.8 from the

Chapter 2 we may solve several extremal problems in the class T p,q, below. Here, we

also use the following theorem.

Theorem 4.11 [65, p. 189] Let the function in a class M have an integral represen-

tation of the form

f(z) =
1

2π

2π∫
0

K(z, α)dµ(α),

where K(z, α) is analytic for z ∈ D and continuous in α ∈ [0, 2π]. Then for each fixed

z ∈ D the region of values for the set M is the convex cover of the curve Γ : w =

K(z, α), 0 ≤ α ≤ 2π. This region is bounded closed convex set.

Theorem 4.12 Let −1 ≤ p, q ≤ 1, pq 6= 0. If f ∈ T p,q, then for z = reit, 0 < r < 1,

we have

|f(z)| ≤


|kp,q(z)| for Re

1 + pqz2

z
≥ |p+ q|,[∣∣∣∣Im1 + pqz2

z

∣∣∣∣− |p− q|]−1

for

∣∣∣∣Re
1 + pqz2

z

∣∣∣∣ ≤ |p+ q|,

|kp,q(−z)| for Re
1 + pqz2

z
≤ −|p+ q|,

.

The result in a first and third case is sharp; the equality is attained for f(z) = K(z, 0) =

kp,q(z), K(z, π) = kp,q(−z), respectively. Moreover

|Im kp,q(−z)| ≤ |Im f(z)| ≤ |Im kp,q(z)| for Re
1 + pqz2

z
≥ |p+ q|,

|Im kp,q(z)| ≤ |Im f(z)| ≤ |Im kp,q(−z)| for Re
1 + pqz2

z
≤ −|p+ q|,

|Im f(z)| ≤
[∣∣∣∣Im1 + pqz2

z

∣∣∣∣− |p− q|]−1

for

∣∣∣∣Re
1 + pqz2

z

∣∣∣∣ ≤ |p+ q|.

The functions that realize the equalities in the last inequalities are the same as the

estimates for |f(z)|.

Proof. We have

K(z, θ) =
z

(1− eiθpz)(1− e−iθqz)
.
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For fixed z we examine K(z, θ) and λK(z, θ1) + (1 − λ)K(z, θ2), where λ ∈ [0, 1], 0 ≤
θ, θ1, θ2 ≤ 2π. We note that for a fixed z and −1 ≤ p, q ≤ 1, p 6= q the equation

w =
1

K(z, θ)
= pqz +

1

z
− (peiθ + qe−iθ).

describes the ellipse with the center pqz + 1/z and semi-axes p + q and p − q, and a

segment with endpoints w1 = z/(1 + pz)2, w2 = z/(1 − pz)2 when p = q. The inverse

1/w of the ellipse is a hippopede that does not pass through the origin, with convex

hull being an oval with endpoints w1 = z/(1 + pz)(1 + qz), w2 = z/(1 − pz)(1 − qz).

Let first Re
1 + pqz2

z
≥ |p + q|. In this case the majorant region lies in the right

half-plane and the point w2 = z/(1 − pz)(1 − qz) have the largest modulus with the

equality for f(z) = kp,q(z). Symmetric situation is for Re
1 + pqz2

z
≤ −|p + q|. If∣∣∣∣Re

1 + pqz2

z

∣∣∣∣ ≤ |p + q| the points having the greatest modulus are the ends of a

segment joining the farthest points in the direction of the imaginary axis. Reasoning

along the same line we obtain bounds of |Im f(z)|. �

4.6 Set and radius of local univalence for T p,q

The set of local univalence for TR has been found in [61], and is of a lens-shape,

bounded by two arcs of the symmetric circles. For the class T p,q the boundary curve of

the set of local univalence is more complicated. Moreover, the method of calculations is

completely different, as we can see below. Here, we clarify and improve the description

of the sets obtained in [104].

In the proof we use the following practical result of Koczan and Szapiel [80].

Lemma 4.13 Denote

B =

f(z) ∈ H(D) : f(z) =

b∫
a

K(z, θ)dµ(θ), z ∈ D, µ ∈ P[a,b]

 ,

where S(z, ·) is holomorphic in D and S(z, ·) if continuous in [a, b], and P[a,b] denote

the set of probability measures on [a, b]. The set of local univalence of function of class

B is given by the formula

D′(B) =
⋂
f∈B

{f ′(z) 6= 0} = {z ∈ D : |∆a≤θ≤b argK ′(z, θ)| < π} ,

where ∆a≤θ≤b argF (z, θ) denotes increase of argument of F (z, θ) as θ increases from a

to b.

Theorem 4.14 Let −1 ≤ p, q ≤ 1 and f ∈ T p,q. For z = reit ∈ D set

A =
√

2(p− q)2 + 4pq sin2 t.
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The equation of the boundary of the set of the local univalence D′(T p,q) in polar coor-

dinates z = r(t)eit is given by the formula:

r = r(t) =


1 if A < 1− pq,

2√
A2+4pq+A

if A ≥ 1− pq.

Proof. For f ∈ T p,q we have

K(z, θ) =
z

(1− pzeiθ)(1− qze−iθ)
,

then

K ′(z, θ) =
1
z2
− pq(

(1
z

+ pqz)− (peiθ + qe−iθ)
)2 ,

and

arg K ′(z, θ) = arg

(
1

z2
− pq

)
− 2 arg

[(
1

z
+ pqz

)
− (peiθ + qe−iθ)

]
.

Let us put z = reit, r ∈ (0, 1), t ∈ [0, 2π], and z0 = x0 + iy0 = 1
z

+ pqz. We observe

that w(θ) = z0 − (peiθ + qe−iθ), for θ ∈ [0, 2π], represent the ellipse

L : w = w(θ) = u+ iv = x0 − (p+ q) cos θ + i[y0 − (p− q) sin θ], (4.21)

with

x0 =
1 + pqr2

r
cos t, y0 = −(1− pqr2)

r
sin t. (4.22)

Denoting

ψ(θ) := arg w(θ) = arctan
y0 − (p− q) sin θ

x0 − (p+ q) cos θ
,

we see that the problem

∆0≤θ≤2π arg K ′(z, θ)

is equivalent to finding

max
0≤θ≤2π

ψ(θ)− min
0≤θ≤2π

ψ(θ).

From geometrical point of view this is nothing else that finding the biggest angle formed

by the rays, with the vertex at the origin, tangent to the ellipse L given by (4.21).

The requested equations of rays have the form

v = m1u, v = m2u, m1 = tanα1, m2 = tanα2,

where m1 and m2 are the roots of the equation:

[x2
0 − (p+ q)2]m2 − 2x0y0m+ [y2

0 − (p− q)2] = 0. (4.23)

Using the formula

tan(α2 − α1) =

∣∣∣∣ m2 −m1

1 +m1m2

∣∣∣∣
and the fact that

|∆ arg K ′(z, θ)| = 2|maxψ −minψ| = 2|α2 − α1|,
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we see that the equation of the boundary of D′(T p,q) is given by the condition m1m2 =

−1, which is
y2

0 − (p− q)2

x2
0 − (p+ q)2

= −1

or equivalently

x2
0 + y2

0 = 2(p2 + q2). (4.24)

The equation (4.24) with the notation (4.22) is equivalent to

p2q2r4 − 2(p2 + q2 − pq cos 2t)r2 + 1 = 0

or

(pqr2 + Ar − 1)(pqr2 − Ar − 1) = 0

where

A2 = 2(p− q)2 + 4pq sin2 t. (4.25)

One can verify that the expression pqr2 − Ar − 1 is negative for r ∈ (0, 1). Therefore,

the equation r = r(t) of the boundary of D′(T p,q) is a solution of

pqr2 + Ar − 1 = 0 if r(t) ≤ 1, and r = 1 elsewhere. (4.26)

Because of the symmetry we can consider only the case t ∈ [0, π]. A solution of (4.26)

is given by the formula,

r = r(t) =

√
A2 + 4pq − A

2pq
, (4.27)

and is less then 1, if A ≥ 1− pq; if A < 1− pq we put r(t) = 1. Inequality A ≥ 1− pq
is equivalent to

4pq sin2 t ≥ (1− pq)2 − 2(p− q)2. (4.28)

Let us consider two cases: 1. pq > 0 and 2. pq < 0, and set

q′1(p) =

√
2(1− p2)− p

2− p2
, q′2(p) =

√
2(1− p2) + p

p2 − 2
,

q′3(p) =
p+
√

2(1− p2)

2− p2
, q′4(p) =

p−
√

2(1− p2)

2− p2
,

and let sets C1, C2, C3, C4, C
′
1, C

′
2, C

′
3, C

′
4 be denoted as in the Fig. 4.1 (we note that

the common points of the curves and axes are p = ±1/
√

2, q = ±1/
√

2.
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q’2

q’1

q’4

q’3

C1C3

C2 C4

C’1C’3

C’2 C’4

-1.0 -0.5 0.5 1.0
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-0.5

0.5

1.0

Fig. 4.1. The range of the parameters p, q for the set of local univalence.

Case 1. Inequality (4.28)

a) holds for any t ∈ [0, π], if (1−pq)2−2(p−q)2 ≤ 0, that is for (p, q) ∈ [0, 1]2\C1∪C ′1,

and symmetrically (p, q) ∈ [−1, 0]2 \C2 ∪C ′2. In this case we have r = r(t), given

by (4.27),

b) does not hold for any t ∈ [0, π], if (1 − pq)2 − 2(p − q)2 ≥ 4pq, so that for

(p, q) ∈ C ′1 ∪ C ′2, and then r = 1,

c) holds, for t ∈ [t0, π − t0], where

t0 = arcsin

√
(1− pq)2 − 2(p− q)2

4pq
,

if 0 ≤ (1− pq)2 − 2(p− q)2 ≤ 4pq, or equivalently if (p, q) ∈ C1 ∪ C2. Thus, the

equation of the boundary of D′(T p,q) is

r =

r(t) if t ∈ [0, t0] ∪ [π − t0, π],

1 if t ∈ [t0, π − t0].
(4.29)

Case 2. In analogous way one can prove that inequality (4.28)

a) holds for any t ∈ [0, π], if (1 − pq)2 − 2(p − q)2 ≤ 4pq, that is equivalent to

(p, q) ∈ [−1, 0] × [0, 1] \ C3 ∪ C ′3, and (p, q) ∈ [0, 1] × [−1, 0] \ C4 ∪ C ′4. Then

r = r(t), given by (4.27),

b) does not hold for any t ∈ [0, π], if (1 − pq)2 − 2(p − q)2 ≥ 0, which reduces to

(p, q) ∈ C ′3 ∪ C ′4. In this case r = 1,

c) holds, for t ∈ [t0, π−t0], if 4pq ≤ (1−pq)2−2(p−q)2 ≤ 0, holds, for t ∈ [t0, π−t0],

where

t0 = arcsin

(
(1− pq)2 − 2(p− q)2

4pq

) 1
2

,
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if 0 ≤ (1 − pq)2 − 2(p − q)2 ≤ 4pq. Hence the equation of the boundary of

D′(T p,q) is

r =

r(t) if t ∈ [0, t0] ∪ [π − t0, π],

1 if t ∈ [t0, π − t0].
(4.30)

�

Let us describe the sets from the Fig. 4.1. analytically. We have

C1 =

{
0 ≤ p ≤ 1√

2
, q′2(p) ≤ q ≤ q′4(p)

}
∪
{

1√
2
≤ p ≤ 1, q′3(p) ≤ q ≤ q′4(p)

}
,

C ′1 =

{
0 ≤ p ≤ 1√

2
, 0 ≤ q ≤ q′2(p)

}
,

C2 =

{
−1 ≤ p ≤ − 1√

2
, q′3(p) ≤ q ≤ q′4(p)

}
∪
{
− 1√

2
≤ p ≤ 0, q′3(p) ≤ q ≤ q′1(p)

}
,

C ′2 =

{
− 1√

2
≤ p ≤ 0, q′1(p) ≤ q ≤ 0

}
,

C3 =

{
−1 ≤ p ≤ − 1√

2
, q′1(p) ≤ q ≤ q′2(p)

}
∪
{
− 1√

2
≤ p ≤ 0, q′4(p) ≤ q ≤ q′2(p)

}
,

C ′3 =

{
− 1√

2
≤ p ≤ 0, 0 ≤ q ≤ q′4(p)

}
,

C4 =

{
0 ≤ p ≤ 1√

2
, q′1(p) ≤ q ≤ q′3(p)

}
∪
{

1√
2
≤ p ≤ 1, q′1(p) ≤ q ≤ q′2(p)

}
,

C ′4 =

{
0 ≤ p ≤ 1√

2
, q′3(p) ≤ q ≤ 0

}
.

Applying Theorem 4.14 we come to the following conclusion about the radius of

local univalence of T p,q.

Theorem 4.15 The sharp value of the radius r
(p,q)
0 of local univalence of the class T p,q

is given by the formula:

r
(p,q)
0 =



√
2√

p2+q2+p+q
if (p, q) ∈ {[0, 1]2 \ C ′1} ∪ {[−1, 0]2 \ C ′2} ,

√
2√

p2+q2+|p−q|
if (p, q) ∈ {[−1, 0]× [0, 1] \ C ′3} ∪ {[0, 1]× [−1, 0] \ C ′4} ,

1 if (p, q) ∈
⋃4
k=1C

′
k,

(4.31)

where the set Cj, C ′j j = 1, ..., 4, were predefined. The equalities when (p, q) ∈
{[0, 1]2 \ C ′1} ∪ {[−1, 0]2 \ C ′2} are attained for

f0(z) =
1

2

(
z

(1− pzeiθ)(1− qze−iθ)
+

z

(1 + pze−iθ)(1 + qzeiθ)

)
at z = ±ir0,

where cos θ =
|p+ q|√
2(p2 + q2)

, sin θ = − (p− q)√
2(p2 + q2)

,
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and, if (p, q) ∈ {[−1, 0]× [0, 1] \ C ′3} ∪ {[0, 1]× [−1, 0] \ C ′4}

f0(z) =
1

2

(
z

(1− pzeiθ)(1− qze−iθ)
+

z

(1− pze−iθ)(1− qzeiθ)

)
at z = ±r0,

where cos θ =
|p+ q|√
2(p2 + q2)

, sin θ =
(p− q)√
2(p2 + q2)

.

Proof. The radius r
(p,q)
0 of the largest disc with the center at the origin which is

contained in D′(T p,q) for any t ∈ [0, 2π] is the radius of local univalence of the class

T p,q. Finding the maximal value of r(t) given by (4.27), which is attained for t = 0

if pq < 0 and for t = π
2

if pq > 0 we find (4.31). The form of the extremal functions

follows from (4.22) and (4.23). �

Theorem 4.16 The radius of univalence r
(p,q)
u of the class T p,q satisfy the inequality:

r
(p,q)
0 ≥ r(p,q)

u ≥ r̂(p,q)

where r̂(p,q) is the unique root of the equation

1− |p||q|r2 = 2r2(|p|
√

1− q2r2 + |q|
√

1− p2r2)2. (4.32)

and r
(p,q)
0 is given by (4.31).

Proof. We will use the sufficient condition for univalence: Ref ′(z) > 0. From (4.1)

we have for f ∈ T p,q

f ′(z) =

2π∫
0

1− pqz2

(1− pzeiθ)2(1− qze−iθ)2
dµ(θ) =

π∫
−π

K ′(z, θ)dµ(θ).

We see that Ref ′(z) > 0 for | argK ′(z, θ)| < π
2
. Putting z = reit, r ∈ (0, 1), t ∈ [0, 2π],

we find that

argK ′(z, θ) =
{
− arctan

pqr2 sin 2t

1− pqr2cos2t
+ 2 arctan

pr sin(t+ θ)

1− pr cos(t+ θ)

+ 2 arctan
qr sin(t− θ)

1− qr cos(t− θ)

}
.

Because

max min
0≤ϕ≤2π

arctan
τ sinϕ

1− τ cosϕ
= ± |τ |√

1− τ 2
(|τ | < 1),

and

arctan
τ√

1− τ 2
= arcsin τ,

we conclude that

| argK ′(z, θ)| < arctan
|p||q|r2√
1− p2q2r2

+ 2
(

arctan
|p|r√

1− p2r2
+ arctan

|q|r√
1− q2r2

)
= arcsin |p||q|r2 + 2(arcsin |p|r + arcsin |q|r).
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Using the formula:

arcsinx+ arcsin y = η arcsin(x
√

1− y2 + y
√

1− x2) + επ,

where

η = 1, ε = 0, iff xy < 0 or x2 + y2 ≤ 1,

η = −1, ε = −1, iff x2 + y2 > 1, x < 0, y < 0,

η = −1, ε = 1, iff x2 + y2 > 1, x > 0, y > 0,

we come to the conclusion, that | argK ′(z, θ)| < π
2

if and only if

1− |p||q|r2 > 2r2(|p|
√

1− q2r2 + |q|
√

1− p2r2)2,

which ends the proof. �

Observe that by formula (4.32) we have r̂(1,1) =
√

2
4

= 0.35 . . . ; which is not sharp

(r̂(1,1) =
√

2− 1) [45], however r̂(1,0) =
√

2
2

is the sharp value [160].



Chapter 5

Generalized Meixner - Pollaczek

polynomials - Pλn (x; θ, ψ)

In Section 2.1 we presented the motivation to introduce Generalized Meixner - Pol-

laczek (GMP) polynomials by the formula (2.6). Now in the Section 5.1, we explore

more detailed the properties of GMP polynomials. Our discussion of GMP polynomi-

als includes recurrence relation, explicite formula, hypergeometric representation and

difference equation. One of the main result of this section is Theorem 5.6, where we

prove the orthogonality.

In Section 5.2 we tackle the problem for a fixed value of ψ. In fact from now

on we fix the value of the parameter ψ to be π + θ. The resulting polynomials are

called the Symmetric Generalized Meixner - Pollaczek polynomials and denote in this

thesis by Sλn(x; θ). Next, we consider the density function of probability measure

w(x) =
1

2 coshπx/2
. Furthermore, it has interesting properties that make it useful

as a weight function for orthogonal polynomials. The most useful property of the

weight function w(x) is that it can be interpreted as a Poisson kernel [142], namely we

have the following.

Proposition 5.1 Let the function f be continuous and harmonic in the strip Z =

{z ∈ C : |Imz| ≤ 1}, and suppose further that |f(z)| < Cea|z|, for some a ∈ [a, π
2
].

Then

f(0) =

+∞∫
−∞

f(x+ i) + f(x− i)
2

dx

2 cosh π
2
x
.

Since the weight w is closely related to the strip Z, we describe an orthogonal basis

for the space H2(Z,M) where M is the Poisson measure for 0. This is summarized

in Theorem 5.9. We designate the special case of Sλn(x; θ) and its important result of

75
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Section 5.2 that σn(2x) is the limiting case of the Symmetric Generalized Meixner -

Pollaczek polynomials, as the parameter λ→ 0+. This is the content of the Remark 5.3

Finally, in Section 5.3 we consider another special case of P λ
n (x; θ, ψ) for ψ = π− θ.

We call this polynomials quasi-symmetric Meixner - Pollaczek polynomials and denote

them by Qλ
n(x; θ). We investigate a basic question of information theory, namely the

evaluation of the Fisher information for Qλ
n(x; θ). We present the explicit expression of

this quantity in Theorem 5.12.

The Fisher information was first introduced in the framework of statistical estimation

theory, where it plays a key role [48]. The Fisher information is a gradient functional of

the polynomials, so that it is a local measure of the concentration of the polynomials.

This quantity has been discussed in detail and explicitly calculated for the Laguerre,

Hermite and Jacobi polynomials and other special functions [158]. In Section 5.3.2 we

obtain the explicit expression of this quantity for quasi-symmetric Meixner - Pollaczek

polynomials.

5.1 Generalized Meixner - Pollaczek polynomials

5.1.1 Fundamental properties

In this section we find the three-term recurrence relation, the explicit formula, the

hypergeometric representation, the difference equation and the orthogonality relation

for GMP polynomials P λ
n (x; θ, ψ), defined by (2.6).

Theorem 5.2 Let us set P λ
−1 = 0. The polynomials P λ

n = P λ
n (x; θ, ψ) have the follow-

ing properties

a) P λ
n satisfy the three-term recurrence relation

P λ
0 = 1,

nP λ
n = [(λ− ix)eiθ + (λ+ ix)eiψ + (n− 1)(eiθ + eiψ)]P λ

n−1

− (2λ+ n− 2)ei(θ+ψ)P λ
n−2 (n ≥ 1).

b) P λ
n are given by the formula

P λ
n (x; θ, ψ) = einθ

n∑
j=0

(λ+ ix)j(λ− ix)n−j
j!(n− j)!

eij(ψ−θ) (n ∈ N ∪ {0}). (5.1)

c) P λ
n have the hypergeometric representation

n!P λ
n (x; θ, ψ) = (2λ)ne

inθ
2F1(−n, λ+ ix, 2λ; 1− ei(ψ−θ)). (5.2)
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d) Let y(x) = P λ
n (x; θ, ψ). The function y(x) satisfies the following difference equa-

tion
eiθ(λ− ix)y(x+ i) + [ix(eiθ + eiψ)− (n+ λ)(eiθ − eiψ)]y(x)

−eiψ(λ+ ix)y(x− i) = 0.
(5.3)

Proof.

a) We differentiate the formula (2.6) with respect to z, and after multiplication by

(1− zeiθ)(1− zeiψ) we compare the leading coefficients of zn−1.

b) The Cauchy product of the power series

(1− zeiθ)−(λ−ix) =
∞∑
n=0

(λ− ix)ne
inθ

n!
zn

and

(1− zeiψ)−(λ+ix) =
∞∑
n=0

(λ+ ix)ne
inψ

n!
zn

gives (5.1).

c) Applying the formula from ([45, vol.1, p.82]):

(1− s)a−c(1− s+ sz)−a =
∞∑
n=0

(c)n
n!

2F1(−n, a; c; z)sn (|s| < 1, |s(1− z)| < 1),

with s = zeiθ, a = λ+ ix, c = 2λ, z = 1− ei(ψ−θ), one obtains

(1− zeiθ)−(λ−ix)(1− zeiψ)−(λ+ix) =
∞∑
n=0

einθ(2λ)n
n!

2F1(−n, λ+ ix, 2λ; 1− ei(ψ−θ))zn.

Comparing the coefficients of the power series of both sides, we get (5.2).

d) Inserting (x + i) and (x − i) instead of x into the generating function (2.6) we

find

y(x+ i) =
n−1∑
k=0

P λ
k (x; θ, ψ)(ei(n−k)θ − ei[(n−k−1)θ+ψ]) + P λ

n ,

y(x− i) =
n−1∑
k=0

P λ
k (x; θ, ψ)(ei(n−k)ψ − ei[(n−k−1)ψ+θ]) + P λ

n ,

which implies that

eiθ(λ− ix)y(x+ i)− eiψ(λ+ ix)y(x− i)

= (eiθ − eiψ)
n−1∑
k=0

P λ
k (x; θ, ψ)[(λ− ix)ei(n−k)θ + (λ+ ix)ei(n−k)ψ]

+ [eiθ(λ− ix)− eiψ(λ+ ix)]P λ
n .

(5.4)

Differentiation of the generating function (2.6) with respect to z and equating

the leading coefficient of zn−1 yields:

nP λ
n (x; θ, ψ) =

n−1∑
k=0

P λ
k (x; θ, ψ)[(λ− ix)ei(n−k)θ + (λ+ ix)ei(n−k)ψ]

which together with (5.4) gives (5.3).
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The first four polynomials P λ
n are given by the following formulas.

Corollary 5.3

P λ
0 = 1,

P λ
1 = ix(eiψ − eiθ) + λ(eiθ + eiψ),

2P λ
2 = −x2(eiψ − eiθ)2 + ix(2λ+ 1)(e2iψ − e2iθ)

+ λ
[
(1 + λ)e2iψ + 2λei(ψ+θ) + (1 + λ)e2iθ

]
,

6P λ
3 = ix3

[
3eiθeiψ(eiψ − eiθ)− (e3iψ − e3iθ)

]
+ 3(1 + λ)x2

[
eiθeiψ(eiψ + eiθ)− (e3iψ + e3iθ)

]
+ ix

[
3λ2eiθeiψ(eiψ − eiθ) + (3λ2 + 6λ+ 2)(e3iψ − e3iθ)

]
+ λ(1 + λ)

[
3λeiθeiψ(eiψ + eiθ) + (λ+ 2)(e3iψ + e3iθ)

]
,

24P λ
4 = x4

[
(eiψ − eiθ)4 + 4e2iψe2iθ

]
+ 2ix3(2λ+ 3)(e2iψ − e2iθ)(eiψ + eiθ)2

+ x2
[
− (6λ2 + 18λ+ 11)(e4iψ + e4iθ) + 4(3λ+ 2)eiψeiθ(e2iψ + e2iθ)

+ 6(2λ2 + 2λ+ 1)e2iψe2iθ
]

+ 2ix(e2iψ − e2iθ)
[
(4λ3 + 9λ2 + 11λ+ 3)(e2iψ + e2iθ)

+ 2λ(2λ+ 3)eiψeiθ
]

+ λ(1 + λ)
[
(λ+ 2)(λ+ 3)(e4iψ + e4iθ)

+ 4λ(λ+ 2)eiψeiθ(e2iψ + e2iθ) + 6λ(λ+ 1)e2iψe2iθ
]
.

Proposition 5.4 For x ∈ R, ψ ∈ R, λ > 0, and n ∈ N the following explicit formula

holds:

P λ
n (x; θ, ψ) = eiθn

[n
2

]∑
k=0

(λ− ix)n−2k(λ+ ix)k
(n− 2k)!k!

(
eiψ

e2iθ

)k
. (5.5)

Proof. By (2.6) we have
∞∑
n=0

P λ
n (x; θ, ψ)zn = (1− zeiθ)−λ+ix(1− zeiψ)−λ−ix. (5.6)

Using the binomial power series we obtain

(1− zeiθ)−λ+ix(1− zeiψ)−λ−ix

=
∞∑
n=0

n∑
k=0

zn
(λ− ix)n−k

(n− k)!
eiθ(n−k) (λ+ ix)k

k!
eiψk)

=
∞∑
n=0

zn
[n
2

]∑
k=0

(λ− ix)n−2k

(n− 2k)!
eiθ(n−2k) (λ+ ix)k

k!
eiψk.

(5.7)

Comparing coefficients of (5.6) and (5.7), (5.5) follows. �

Proposition 5.5 The family of generalized Meixner - Pollaczek polynomials P λ
n (x; θ, ψ)

can be extended to the case λ = 0 as follows:

P 0
0 (x; θ, ψ) = 1,

nP 0
n(x; θ, ψ) =

(
eiθ − eiψ

i

)
xP 1

n−1(x; θ, ψ) (n ≥ 1).
(5.8)
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Proof. Since from (5.2) we have

lim
λ→0

P λ
n (x; θ, ψ)

= lim
λ→0

(2λ)ne
inθ

2F1

(
−n, λ+ ix, 2λ; 1− eiψ

eiθ

)
=

1

n!
einθ

(
1− ei(ψ−θ)

)
Γ(n)(−n)(ix)2F1

(
−n+ 1, ix+ 1, 2; 1− ei(ψ−θ)

)
=

1

n!
einθ

(
1− ei(ψ−θ)

)
Γ(n)(−n)(ix)P 1

n−1(x; θ, ψ)
n− 1

(2)n−1

e−i(n−1)θ

=
1

n

(
eiθ − eiψ

i

)
xP 1

n−1(x; θ, ψ),

then (5.8) is a natural consequence. �

5.1.2 Orthogonality

Before we state the main theorem, we must introduce additional terminology.

Hjalmar Mellin (1854-1933) gave his name to the Mellin transform that associates

to a function f defined over the positive reals, and is the complex function f ∗(s) where

M[f(x); s] = f ∗(s) =

+∞∫
0

f(x)xs−1dx.

The change of variables x = e−u shows that the Mellin transform is closely related to

the Laplace transform and the Fourier transform. However, despite this connection,

there are numerous applications where it proves convenient to operate directly with the

Mellin form rather than the Laplace-Fourier version. This is often the case in complex

function theory, in number theory, in applied mathematics. Now we can state our

theorem.

Theorem 5.6 The polynomials P λ
n (x; θ, ψ) are orthogonal on (−∞,+∞) with the

weight wλθ,ψ(x) =
1

2π
e(θ−ψ+π)x|Γ(λ+ ix)|2, where

λ > 0, θ ∈ (−π
2
, π

2
), and

+∞∫
−∞

wλθ,ψ(x)P λ
n (x; θ, ψ)P λ

m(x; θ, ψ)dx = δnm
Γ(n+ 2λ)

n! (2 cos (θ − ψ + π)/2)2λ
.

Proof. Let F (s) and H(s) be the Mellin transforms of f(x) and h(x), i.e.

{Mf}(s) = F (s) =

∞∫
0

f(x)xs−1dx, {Mh}(s) = H(s) =

∞∫
0

h(x)xs−1dx.

Then the following formula (Parseval’s identity) holds [115]:

1

2πi

c+i∞∫
c−i∞

F (s)H(1− s)ds =

∞∫
0

f(x)h(x)dx, (5.9)
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and [45]
+∞∫
0

uα−1e−pue−iqudu = Γ(α)(p2 + q2)−
α
2 e−iα arctan (p/q). (5.10)

For f(x) = 2x2(λ+j)e−x
2

and h(x) = 2x2(λ+k)−1e−x
2
, we have

F (s) = Γ(λ+ j +
s

2
), H(s) = Γ(λ+ k +

s− 1

2
).

By the well know property

{Mf}(eiθx) = e−iθsF (s),

we have

{Mf}(ei(θ−ψ+π)/2x) = e−is(θ − ψ + π)/2F (s).

Consecutively, applying first the formula (a)j = Γ(a+j)
Γ(a)

(j = 1, 2, ...), and (5.9), next

setting α = 2λ+ k + j, p = cos(θ − ψ + π) + 1, q = sin(θ − ψ + π) in (5.10), we have

1

2π

+∞∫
−∞

e(θ − ψ + π)x(λ+ ix)j(λ− ix)k|Γ(λ+ ix)|2dx

=
1

2π

+∞∫
−∞

e(θ−ψ+π)xΓ(λ+ j + ix)Γ(λ+ k − ix)dx

=
1

4πi

+∞∫
−∞

e−ix(θ−ψ+π)/2Γ
(
λ+ j +

x

2

)
Γ
(
λ+ k − x

2

)
dx

= 2ei(θ − ψ + π)(λ+ j)
+∞∫
0

x2(2λ+ k + j)− 1 exp(−(e(θ−ψ+π)i + 1)x2)dx

= ei(θ − ψ + π)(λ+ j)
+∞∫
0

x2λ+ k + j − 1 exp(−(e(θ−ψ+π)i + 1)x)dx

=
ei(j−k)(θ−ψ+π)/2Γ(2λ+ k + j)

(2 cos((θ − ψ + π)/2)))2λ+k+j .

(5.11)

Set

P λ
n (x; θ, ψ) =

n∑
k=0

Ak(λ+ ix)k,

where

Ak =
eikθ(2λ)k(−k)k(1− ei(ψ−θ))k

k!(2λ)kk!
.
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Then

J :=
1

2π

+∞∫
−∞

P λ
n (x; θ, ψ)(λ− ix)ke

(θ−ψ+π)x|Γ(λ+ ix)|2dx

=
1

2π

+∞∫
−∞

n∑
j=0

Aj(λ+ ix)j(λ− ix)ke
(θ−ψ+π)x|Γ(λ+ ix)|2dx

=
1

2π

n∑
j=0

Aj

+∞∫
−∞

(λ+ ix)j(λ− ix)ke
(θ−ψ+π)x|Γ(λ+ ix)|2dx

=
(2λ)ne

inθ

n!

n∑
j=0

(−n)j(1− ei(ψ−θ))j

(2λ)jj!

× 1

2π

+∞∫
−∞

(λ+ ix)j(λ− ix)ke
(θ−ψ+π)x|Γ(λ+ ix)|2dx.

Using (5.11) and (1.5), we obtain

J =
(2λ)ne

inθ

n!

n∑
j=0

(−n)j(1− ei(ψ−θ))j

(2λ)jj!

ei(j−k)(θ−ψ+π)/2Γ(2λ+ k + j)

(2 cos((θ − ψ + π)/2)))2λ+k+j

=
(2λ)ne

inθ

n!
Γ(2λ+ k)

e−ik(θ−ψ+π)/2

(2 cos((θ − ψ + π)/2))2λ+k

×
n∑
j=0

(−n)j(2λ+ k)j
(2λ)jj!

(1− ei(ψ−θ))j

(ei(θ−ψ+π)/2 + e−i(θ−ψ+π)/2)
j
(e−i(θ−ψ+π)/2)

j

=
(2λ)ne

inθ

n!
Γ(2λ+ k)

e−ik(θ−ψ+π)/2

(2 cos((θ − ψ + π)/2))2λ+k 2F1(−n, 2λ+ k; 2λ; 1).

By the formula (1.5) the above reduces to

1

2π

+∞∫
−∞

P λ
n (x; θ, ψ)(λ− ix)ke

(θ−ψ+π)x|Γ(λ+ ix)|2dx

=
ei(nθ−k(θ−ψ+π)/2)Γ(2λ+ k)

n! (2 cos((θ − ψ + π)/2))2λ+k
(−k)n.

(5.12)

Since (−k)n = 0 for k < n, then (5.12) is nonzero only for the case k = n. Then

1

2π

+∞∫
−∞

P λ
n (x; θ, ψ)(λ− ix)ke

(θ−ψ+π)x|Γ(λ+ ix)|2dx

=
ei(nθ−k(θ−ψ+π)/2)Γ(2λ+ k)

n! (2 cos((θ − ψ + π)/2))2λ+k
(−n)n.

From this and relation (5.11), it follows that
+∞∫
−∞

P λ
n (x; θ, ψ)P λ

m(x; θ, ψ)wλθ (x)dx

= δnm
e−inθ(2λ)n(−n)n(1− e−i(ψ−θ))n

n!(2λ)nn!

ei(nθ−
n
2

(θ−ψ+π))Γ(2λ+ n)

n!
(
2 cos θ−ψ+π

2

)2λ+n
(−n)n

= δnm
Γ(n+ 2λ)

n!
(
2 cos θ−ψ+π

2

)2λ
.
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5.2 Symmetric Generalized Meixner - Pollaczek poly-

nomials

Let us consider now the case ψ = π + θ. We observe that such case leads to the very

interesting family of symmetric polynomials. Some special cases of P λ
n (x; θ, π + θ; z)

are known in the literature for θ = π
2
. These are the Symmetric Meixner - Pollaczek

polynomials, denoted by P λ
n (x/2; θ), λ > 0. The importance of symmetric Meixner

- Pollaczek polynomials was indicated by Bender, Mead and Pinsky [13], and Koorn-

winder [85] have shown that there is a connection between the Symmetric Meixner -

Pollaczek polynomials P
1
2
n (x

2
, π

2
) and the Heisenberg algebra. Another example is [10],

where the Symmetric Meixner - Pollaczek polynomials are considered.

Definition 5.1 We define the Symmetric Generalized Meixner - Pollaczek (SGMP)

polynomials Sλn(x; θ) by the following generating function:

Gλ(x; θ, π + θ; z) = 1
(1− zeiθ)λ−ix(1 + zeiθ)λ+ix

=
e−2x arctan(zei(θ+π/2))

(1− z2e2iθ)λ

=
∞∑
n=0

Sλn(x; θ)zn (z ∈ D).

This sequence of polynomials has a hypergeometric representation

Sλn(x; θ) = einθ
(2λ)n
n!

2F1(−n, λ+ ix, 2λ; 2), (5.13)

and an integral representation

Sλn(x; θ) =
1

2πi

∫
e−2x arctan(zei(θ+π/2))

(1− z2e2iθ)λ
dz

zn+1
.

Denote Z = {z ∈ C : |Imz| < 1} and w(x) =
1

2 cosh (πx/2)
.

Proposition 5.7 The function w(x) is a density function of a probability measure on

Z.

Proof. This is the case because,
+∞∫
−∞

w(x)dx =

+∞∫
−∞

dx

2 cosh πx
2

=

[
1

π
arctan sinh

π

2
x

]+∞

−∞
= 1.

�

The function w(x) has two interesting properties that make it useful as a weight

function for orthogonal polynomials. The first is that it is up to a dilation its own
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Fourier transform, or that it can be said, w(x) = (1/ coshx)(x). The second is that

w(x) is essentially the Poisson kernel for a strip of width two. The first property

makes it possible to interpret its moments as values at 0 of successive derivatives,

while the second can be used for direct computations of many integrals. Using these

two properties we define orthogonal polynomial systems {σn(x)} which turns out to be

a limiting case of SGMP.

As we mentioned before the most useful property of the weight function w(x) is that

it can be interpreted as a Poisson kernel, namely we have the following;

Proposition 5.8 [142, Stein, ] Let the function f be continuous and harmonic in the

strip Z and suppose further that |f(z)| < C exp a|z|, for some a (0 ≤ a ≤ π/2). Then

f(0) =

∞∫
−∞

f(x+ i) + f(x− i)
2

dx

2 cosh π
2
x
.

Since the weight w(x) is so closely related to the strip Z, we shall also describe an

orthogonal basis for the Hilbert space H2(Z,M), whereM is the Poisson measure for

0. The inner product for any two functions f, g ∈ H2(Z,M) is given by the formula:

(f, g)H2(Z,M) :=

∫
R

f(x+ i)g(x+ i) + f(x− i)g(x− i)
4 cosh π

2
x

dx.

Definition 5.2 We consider the system {σn(x)} given by the recursion relation:

σ−1 = 0, σ0 = 1,

(n+ 1)σn+1(z) + ieiθzσn(z)− e2iθ(n− 1)σn−1(z) = 0.
(5.14)

Theorem 5.9 Let the system {σn(x)}∞n=0 be given by (5.14), then:

a) the system satisfies

Gσ(z, s) =
∞∑
k=0

σk(z)sk = e−z arctan sei(θ+
π
2 )

,

b) the sequence of polynomials {σn}∞0 is an orthogonal basis in the Hilbert space

H2(Z,M),

c) the norm of polynomials σn is
√

2, if k ≥ 1 and 1, if k = 0.

Proof.

a) By (5.14) we have

(k + 1)σk+1(z) + ieiθzσk(z)− e2iθ(k − 1)σk−1(z) = 0.
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Multiplying the above relations by sk, summing over k and simplifying, we obtain:

0 =
∞∑
k=0

[
(k + 1)σk+1(z) + ieiθzσk(z)− e2iθ(k − 1)σk−1(z)

]
sk

=
∞∑
k=0

(k + 1)σk+1(z)sk + ieiθz
∞∑
k=0

σk(z)sk − e2iθ

∞∑
k=0

(k − 1)σk−1(z)sk

=
∂Gσ(z, s)

∂s
+ ieiθzGσ(z, s)− e2iθs2∂Gσ(z, s)

∂s
.

This implies that,

(1− e2iθs2)
∂Gσ(z, s)

∂s
= −ieiθzGσ(z, s),

which in turn implies

∂Gσ(z, s)

∂s
=
−ieiθz

1− e2iθs2
Gσ(z, s).

Integrating both sides with respect to s with the condition Gσ(0, 0) = 1, we

obtain

Gσ(z, s) =

(
1− eiθs
1 + eiθs

) iz
2

= e−z arctan sei(θ+
π
2 )

.

b) In order to prove the orthogonality of σn(x), and compute their norms it suffices

to show that ∫
∂Z
Gσ(z, s)Gσ(z, t)dMz =

1 + st

1− st
. (5.15)

We note that for α = − arctan sei(θ+
π
2

), β = − arctan te−i(θ+
π
2

) we obtain
∞∫

−∞

e(α+β)x

2 cosh π
2
x
dx =

1

cos (α + β)
.

Then ∫
∂Z

Gσ(z, s)Gσ(z, t)dMz =

∞∫
−∞

e(x+i)α+(x−i)β + e(x−i)α+(x+i)β

4 cosh(π
2
x)

dx

=
ei(α−β) + e−i(α−β)

2

∞∫
−∞

e(α+β)x

2 cosh(π
2
x)
dx

=
cos(α− β)

cos(α + β)

=
1 + tanα tan β

1− tanα tan β
=

1 + st

1− st
.
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c) In the light of a) and equation (5.15) we have
+∞∫
−∞

Gσ(z, s)Gσ(z, t)
dx

2 cosh π
2
x
dx

=

+∞∫
−∞

(
∞∑
k=0

σk(x)sk

)(
∞∑
n=0

σn(x)t
n

)
dx

2 cosh π
2
x
dx

=
∞∑
k=0

∞∑
n=0

skt
n

+∞∫
−∞

σk(x)σn(x)
dx

2 cosh π
2
x
dx

= −1 + 2
∞∑
k=0

(st)k.

Comparing the coefficients of the powers of s and t, we obtain the desired result.

�

Remark 5.1 Applying Cauchy’s integral formula to the generating function of the

system, one obtains the integral representation:

σn(x) =
1

2πi

∫
K

e−zarctan(tei(θ+
π
2 )) dt

tn+1
,

around a closed contour K about the origin with radius less than 1.

Remark 5.2 Let y(x) = σn(x). The function y(x) satisfies the following difference

equation:
y(x+ i)− y(x− i)

2i
=
ny(x)

x
.

Proposition 5.10 The system {σn} satisfies the following relation:

σn(2x) = lim
λ→0+

Sλn(x; θ).

Proof. By (5.13) and by the definition of 2F1(a, b, c; z) we have

lim
λ→0+

Sλn(x; θ) = lim
λ→0+

einθ
(2λ)n
n!

2F1(−n, λ+ ix, 2λ; 2)

= lim
λ→0+

einθ
(2λ)n
n!

n∑
k=0

(−n)k(λ+ ix)k
(2λ)k

2k

k!

=
einθ

n!
lim
λ→0+

n∑
k=0

(−n)k(λ+ ix)k(2λ+ k)n−k
2k

k!

=
einθ

n!

n∑
k=0

(−n)k(ix)k(k)n−k
2k

k!
= σn(2x).

�

Remark 5.3 From Remark 5.1 we get

σn(x) =
xeiθ

in
S1
n−1

(x
2

; θ
)
.
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5.3 Quasi-Symmetric Meixner - Pollaczek polyno-

mials

Definition 5.3 For θ ∈ R, x ∈ R, λ > 0 let the quasi-symmetric Meixner - Pollaczek

(QMP) polynomials Qλ
n(x; θ) be defined by the generating function:

Gλ(x; θ, π − θ; z) =
1

(1− zeiθ)λ−ix(1 + ze−iθ)λ+ix
=
∞∑
n=0

Qλ
n(x; θ)zn (z ∈ D).

5.3.1 Basic properties

Setting ψ = π − θ we obtain from (2.6) the following:

Corollary 5.11

a) The (QMP) polynomials Qλ
n = Qλ

n(x; θ) satisfy the three-term recurrence relation:

Qλ
−1 = 0,

Qλ
0 = 1,

nQλ
n = 2i[(λ+ n− 1) sin θ − x cos θ]Qλ

n−1 + (2λ+ n− 2)Qλ
n−2 (n ≥ 1).

b) The polynomials Qλ
n = Qλ

n(x; θ) are given by the formula:

Qλ
n(x; θ) = einθ

n∑
j=0

(−1)j
(λ+ ix)j(λ− ix)n−j

j!(n− j)!
e−2ijθ (n ∈ N ∪ {0}).

c) The polynomials Qλ
n = Qλ

n(x; θ) have the hypergeometric representation

Qλ
n(x; θ) = einθ

(2λ)n
n!

2F1(−n, λ+ ix, 2λ; 1 + e−2iθ). (5.16)

d) The polynomials y(x) = Qλ
n(x; θ) satisfy the following difference equation

eiθ(λ− ix)y(x+ i)− 2[x sin θ + (n+ λ) cos θ]y(x) + e−iθ(λ+ ix)y(x− i) = 0.

e) The polynomials Qλ
n(x; θ) are orthogonal on (−∞,+∞) with the weight

wλθ (x) =
1

2π
e2θx|Γ(λ+ ix)|2

for λ > 0 and θ ∈ (−π
2
, π

2
) and

1

2π

+∞∫
−∞

e2θx|Γ(λ+ ix)|2Qλ
n(x; θ)Qλ

m(x; θ)dx = δmn
Γ(n+ 2λ)

(cos θ)2λn!
. (5.17)

5.3.2 Fisher information for P λ
n (x; θ, π − θ)

The aim of this part of thesis is to compute the Fisher information for quasi-symmetric

Meixner - Pollaczek polynomials. First we define the Fisher information of a probability

density and we point out some of the properties relevant for the purpose of this work.
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Definition 5.4 [47, Fisher, ] Let X denote a continuous random variable with prob-

ability density function ρ(x) (for the sake of simplicity, we confine ourselves to the

one-dimensional case). The Fisher information corresponding to this probability dis-

tribution is defined as

I(X) =

∫
(ρ′(x))2

ρ(x)
dx.

Importance of Fisher information as a measure of the information in a distribution is

well known. It is named after R. A. Fisher, who invented the concept of maximum

likehood estimator and discovered several its properties. It has many implications in

estimation theory, as exemplified by the Cramér-Rao bound which is fundamental limit

on the variance of an estimator (see e.g. [36, Chapter 12]),

(∆X)2I(X) ≥ 1.

Recent applications for computing performance bounds can be found in [6, 156]. It is

used as a method of inference and understanding in statistical physics and biology, as

promoted Friden [52–54]. It is also used as a tool for characterizing complex signals or

systems [96,103,154] with applications in geophysics [12,129,149], in biology [50] or in

reconstruction [21, 22]. Other applications are in random censoring [153], hypothesis

testing [101], classification [37]. Fisher information for orthogonal polynomials and

special functions have been studied in [128,158].

For brevity, let us mention that according Definition 5.4, the Fisher information is a

measure of derivative (gradient) content of the probability density. So, when ρ(x) has a

discontinuity, the local slope value changes drastically and then the Fisher information

strongly alerts. This indicates that it is a local quantity [36].

Moreover, the Fisher information has been shown to be a measure of disorder or

smoothness of the probability density ρ(x) and uncertainty of the associated random

variable X. The disorder aspect has been discussed by Frieden [52, 53], and the un-

certainty properties are clearly shown by the Stam inequality [141]. For a deeper

understanding of the Fisher notion, let us point out that broad and smooth densities

have low gradient contents and so their Fisher information is small. Conversely, if ρ(x)

shows an undue preference or bias towards particular x values, then it is steeply sloped

about these x values, and so the value of the Fisher information becomes large. Then

a largely uniform or unbiased density exhibits large uncertainty (high disorder) and

conversely.

Now we find the Fisher information Iθ(Q
λ
n) for QMP polynomials using the ideas

present in [41]. Dominici in [41] considered a sequence Pn(x) of orthogonal polynomials
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with respect to the weight function ρ(x) satisfying
∞∑
x=0

Pn(x)Pm(x)ρ(x) = hnδnm (n,m = 0, 1, ...) .

Introducing the functions

ρn(x) =
[Pn(x)]2ρ(x)

hn
(n ∈ N0), (5.18)

the Fisher information corresponding to the functions (5.18) may be described as fol-

lows

Iθ(Pn) =
∞∑
x=0

[ ∂
∂θ
ρn(x)

]2 1

ρn(x)
(n ∈ N0).

We recall the result from [41] for the family Pn(x) of polynomials defined by

Pn(x) = 2F1[−n,−x, c; z(θ)] (n ∈ N0).

It was proved that
∂Pn
∂θ

=
n

z

∂z

∂θ
[Pn(x)− Pn−1(x)] (n ∈ N0). (5.19)

Now we can state our theorem.

Theorem 5.12 The Fisher information of QMP polynomials is given by

Iθ(Q
λ
n) =

∞∫
−∞

[
∂

∂θ
ρn(x)

]2
1

ρn(x)
dx =

−2[n2 + (2n+ 1)λ]

cos2 θ
(n ∈ N0),

with ρn(x) defined as in (5.18).

Proof. We note that for QMP we have ρ(x) = wλθ (x) = 1
2π
e2θx|Γ(λ+ ix)|2.

From (5.16) and using (5.19) we have

∂Qλ
n

∂θ
= −n tan(θ)Qλ

n + i
2λ+ n− 1

cos θ
Qλ
n−1,

while (5.18) and (5.17) give

ρn(x) =
e2θx|Γ(λ+ ix)|2(cos θ)2λn![Qn(x)]2

2πΓ(n+ 2λ)
. (5.20)

Observe that
∞∫

−∞

ρn(x)dx = 1 (n ∈ N0). (5.21)

Differentiating (5.20) with respect to θ, we obtain

∂ρn(x)

∂θ
=

iρn(x)

cos θQλ
n

[(n+ 1)Qλ
n+1 − (2λ+ n− 1)Qλ

n−1].
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Therefore[
∂

∂θ
ρn(x)

]2
1

ρn(x)
=
−ρn(x)

cos2 θ(Qλ
n)2

×
[
(n+ 1)2(Qλ

n+1)2 − 2(n+ 1)(2λ+ n− 1)Qλ
n+1Q

λ
n−1 + (2λ+ n− 1)(Qλ

n−1)2
]

=
1

cos2 θ

[
(n+ 1)(n+ 2λ)ρn+1(x) + n(n+ 2λ− 1)ρn−1

− 2(n+ 1)(2λ+ n− 1)
(cos θ)2λn!

Γ(n+ 2λ)ρ(x)Qλ
n+1Q

λ
n−1

]
.

(5.22)

Integrating (5.22) and using the orthogonality relation (5.17) and (5.21), we get

Iθ(Q
λ
n) =

∞∫
−∞

[
∂

∂θ
ρn(x)

]2
1

ρn(x)
dx

=
−1

cos2 θ
[(n+ 1)(n+ 2λ) + n(n+ 2λ− 1)]

and the result follows. �

5.3.3 Conclusions

The analytic determination of spreading quantifiers of special functions of applied

mathematics and mathematical physic beyond the familiar variance is the goal of a

mathematical programme which includes the calculation of the global (e.g. Shannon,

Renyi, Tsallis) and local (Fisher) measures of the probability distributions associated

with them. The performance of this programme has far reaching consequences for

numerous scientific fields. However, except for the asymptotic determination of the

Shannon entropy of Airy [127] and Bessel [38, 39] functions, most attempts have been

done for orthogonal polynomials. It is based on the known algebraic properties of these

functions other than the differential equation which they satisfy.

Contrary to the Shanon entropies, where explicit expressions are unreachable up until

now, the Fisher information [128] have recently been determined for the classical or-

thogonal polynomials (Hermite, Laguerre, Jacobi) as a function of the degree and the

parameters of the polynomials.

In this section we have extended these efforts by calculated the Fisher information for

quasi-symmetric Meixner - Pollaczek polynomials via its hypergeometric representa-

tion. Let us mention that the study of asymptotic behavior of Fisher information for

QMP is left as an open problem.



5.3 Quasi-Symmetric Meixner - Pollaczek polynomials 90

Bibliography

[1] L. V. Ahlfors, Conformal invariants. Topics in Geometric Function Theory, McGraw-Hill, New

York, 1973.

[2] N. I. Akhiezer and I. M. Glazman, Theory of linear operators in Hilbert space, Vol. 1, Frederick

Unar Publishing Company, New York, 1961.

[3] N. I. Akhiezer, Orthogonal polynomials on several intervals, translated in Soviet Math. 1 (1960),

989 - 992.

[4] , The classical moment problem and some related questions in analysis, Oliver and Boyed,

Edinburgh, 1965. English translation.

[5] N. I. Akhiezer and Ju. Ja. Tomčuk, On the theory of orthogonal polynomials over several inter-

vals, Dokl. Akad. Nauk USSR (1961), 743 - 746 (Russian).

[6] M. M. Ali and S. Nadarajah, Information matrices for normal and Laplace mixtures, Inform.

Sci. 177 (2007), no. 3, 947 - 955.

[7] J. W. Alexander, Functions which map the interior of the unit circle upon simple regions, Ann.

of Math. 17 (1915), 12 - 22.

[8] W. A. Al - Salam, W. Allaway, and R. Askey, Sieved ultraspherical orthogonal polynomials,

Trans. Amer. Math. Soc. 284 (1984), 39 - 55.

[9] G. Andrews, R. Askey, and R. Roy, Special functions, Cambridge University Press, Cambridge,

1999.

[10] T. K. Araaya, The symmetric Meixner - Pollaczek polynomials, Uppsala University, 2003.

[11] R. Askey and J. Wilson, Some basic hypergeometric orthogonal polynomials that generalize Jacobi

polynomials, Memoirs Amer. Math. Soc., 1985.

[12] M. Balasco, V. Lapenna, M. Lovallo, G. Romano, A. Siniscalchi, and L. Telesca, Fisher infor-

mation measure analysis of earth’s apparent resistivity, Int. J. Nonlinear Sci. 5 (2008), 230 -

236.

[13] C. M. Bender, L. R. Mead, and S. Pinsky, Continuous Hahn polynomials and the Heisenberg

Algebra, J. Math. Phys. 28 (1987), no. 3, 509 - 513.
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